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Instructions to Students:
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Question 1

(43 marks; 70 minutes)

a) What are the differences between parallel computing and serial computing?

(4 marks)

Parallel computing

Serial computing

b) What are the differences between communication and synchronization?

(4 marks)

Communication

Synchromzation
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¢} What are the limits of Serial Computing? (4 marks)

d) What are the reasons for using Parallel Computing. (4 marks)

e) What are factors to consider when designing the program's inter-task
communications? (2 marks)
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f) In case of granularity, tell the differences between fine grain and coarse graii
and their effects to load balancing and computing performance. (4 marks)

Fine grain Coarse grain

g) Comparc two ways of partitioning: domain decomposition and functiona.-

decomposition. (4 marks)
Domain decomposition Functional decomposition
h) What are factors that contribute to parallel overhead? (2 marks)
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i) Explain how to do automatic parallelization, tell when to choose which methoc
and inform the tradeoffs. (4 marks)

j) What do firstly need to be identified when designing a parallel program anc
why? (4 marks)

k) Which type of problems is non-parallelizable? {1 mark)
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1) What are factors that contribute to scalability? (2 marks)

m) What are the characteristics of computational problems? (2 marks})

n) What are the differences between Uniform Memory Access (UMA) and Non-
Uniform Memory Access (NUMA)? (4 marks)

UMA NUMA
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Question 2 (12 marks; 20 minutes)
Explain the following parallel programming models.
a) Shared Memory Model (4 marks)

b) Threads Model (4 marks)
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¢) Message Passing Model (2 marks)

d) Data Parallel Model? (2 marks)

Question 3 (12 marks; 15 minutes)
From Amdahl's Law, find out the speed up if the scenario as follows.

a) 2 processors and 60% parallelizable code

b) 2 processors and 90% parallelizable code

c) 10 processors and 60% parallelizable code

d) 10 processors and 90% parallelizable code

€) 100 processors and 60% parallelizable code

f) 100 processors and 90% parallelizable code
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Question 4 (8 marks; 10 minutes)

From the following pictures, tell which falls into which Flynn’s classification..

aw|)
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Question 5

(10 marks; 15 minutes)

What are the differences between and the advantages and disadvantages o
Shared Memory and Distributed Memory architectures?

Shared Memory

Distributed Memory
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Question 6 (10 marks; 10 minutes)

Tell whether the following equations non-parallelizable. Also show how to
decompose the parts of the equations.

a) G{)=G(i-1)+G(i-2)

b) H(z) = A(a) + B(a)

¢) AJ+1)=A(J)* 4.0+ X() * W()

d) Fn)=F@m-1)*nifn>0and=1ifn="0

e} F(x,y,z) = (square root of ((x+y)3 — (x-2)2) ) /xy

Question 7 ) (35 marks; 40 minutes)

Choose only one of the following algorithms to write parallel pseudo code using
the MPI operations which might speed up the execution.

a) Fori=1to 10
Do
F(i) = Summation of (a(i)+ b(i)’ )* when k varies from 1 to 5
b) Fori=1to 10
Do

F(i) = Square root of ((x(1)+y(1))’ — (x(i) + z())*)/yz)
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