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Question 1 (56 marks; 60minutes)
a) Compare Serial and Parallel Programming (4 marks)
Serial Programming Parallel Programming
b) Compare communication and synchronization. (2 marks)
Communication Synchronization

¢) Give examples of compute resources for parallel computing. (3 marks)

d) Give 5 reasons for using parallel computing. (5 marks)
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e) Explain 3 significant himits in building faster serial computers. (6 marks)

f) Compare the following interconnection media types (6 marks)

Shared medium

Switched medium

g) Compare Uniform Memory Access (UMA) and Non-Uniform Memory Access

(NUMA).

(8 marks)

UMA

NUMA
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h) Explain the following problems associated with shared data. (6 marks)

Cache coherence Synchronization

1) Compare Parallel Vector Processor (PVP) and Symmetric Multiprocessors
(SMP). (8 marks)

Parallel Vector Processor Symmetric Multiprocessors
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j) Compare OpenMP and MPL. (8 marks)

OpenMP MPI
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Question 2 (16 marks; 20 minutes)

Give the advantages and disadvantages of the following ways to program parallel
compulers:

a) Extend compilers

b) Extend languages

¢) Add parallel langnage layer on top of sequential language

d) Define totally new parallel language and compiler system
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Question 3 (10 marks; 10 minutes)

Explain how to implement Cache Coherence in case of Distributed Shared Memory.

Question 4 (12 marks; 15 minutes)

Tell whether the following equations are parallelizable or non-parallelizable. Also
show how to decompose the parts of the equations.

a) F(i+1)=F() * Fi-1) * F(i-2)

b) F(a)=P(a) - Q(a) - R(a)
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c) F(G)= F(-1)j+G(-1) * HG-1)

d) F(m,n)=m!*n!

¢) F(x,y,z) = square root of ((x+y)** — (y+2)**)

f) Fori=1to10
For j=1 to 10000
For k=1 to 10
F(, ], k) = (AG)* * BG))

When A and B are functions that produce a 1D array and F is a function that
produces a 3D array.
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Question 5 (15 marks; 30 minutes)

From the following code fragments, 1) explain how the code will be processed, 2)
check if there is something wrong with the code, and c) correct it or suggest better
code fragment.

a)
if (x < min)
#pragma omp critical

min = x;

b)
#pragma omp parallel private(ij)
for (i =0;i < NUMBER; i++){
a *=Ffi);
b *=G(i),;
if(a==b){
#pragma omp single
printf ("Exiting (%d)\n", i);
break;
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c)
#pragma omp parallel sections
{

Fo;

G();

H();

/

Question 6 (16 marks; 20 minutes)

Explain how the following Switched Network Topologies work.
a) 2D Mesh Network
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b) Multistage Network

¢} Hypercube Network
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d) Tree Network
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Question 7 (25 marks; 40 minutes)

Write a C program using either OpenMP or MPI to parallelize the following

factorial function. Also explain how your code works by using pictures or diagrams
where it is possible.

Fn)=x wheni=1ton
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