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Question 1 General Knowledge 	 (30 marks; 30 minutes) 

Tell whether the following statements are true (T) or false (F). 

a) 	 In Bit-Level Parallelism, speed-up was driven by doubling computer 
word size which is the amount of information the processor can manipulate 
(ikrn) per cycle. 

b) 	Data parallelism usually scales with the size of a problem. 

c) 	Memory hierarchies take advantage of memory locality. 

d) 	Usually, Miss Penalty is much smaller than Hit Time. 

e) 	Normally, Hit Rate is much smaller than Miss Rate. 

	Miss Penalty is time to replace a block from lower level plus time to 
replace in CPU. 

g) 	The Least Recently Used (LRU) block replacement in cache is easy for 
high associativity. 

h) 	 Average Memory Access Time can be calculated from Hit Time, Miss 
Rate and Miss Penalty. 

i) 	 CPU Time can be calculated from Instruction Count, Clock Cycles per 
Instruction and Clock Cycle Time and does not involve Miss Rate and Miss 
Penalty. 

j) 	 The higher number of cache levels, the shorter overall memory access 
time. 

k) 	The higher associativity, the smaller Conflict Misses, the longer Hit Time 
and more power consumption. 

	

1) 	The larger total cache capacity, the smaller miss rate, the longer hit time 
and more power consumption. 

	

m) 	 The larger the block size, the smaller Compulsory Misses, the bigger 
capacity and Conflict Misses, and Miss Penalty. 

n) 	Giving priority to read misses over writes helps reduce Miss Penalty. 

o) 	Increasing associativity increases Conflict Misses. 

	

I)) 	 Prefetching relies on having extra memory bandwidth that can be used 
without penalty. 

q) 	Prefetching may cause exceptions (e.g. page faults). 

r) 	 Virtual Memory Architecture keeps processes in their own memory 
space, provide mechanisms for switching between user mode and supervisor 
mode, and to limit memory accesses. 

s) 	 Virtual Machine Monitor (VMM) determines how to map virtual 
resources to physical resources. 

t) 	 In Prtualization, physical resources may be time-shared, partitioned, or 
emulated in software. 

u) 	An architecture with simple instructions reduces the complexity of the 
control unit and the data path so that the processor can work at a high clock 
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frequency and pipelines can be used more efficiently. 

v) 	Loop Unrolling increases impact of branches on pipeline. 

w) 	 Branch target calculation is costly and stalls (mViEnfl/y1-)11i,n-..1-nv,iaviv) the 
instruction fetch. 

x) 	 SIMD is more energy efficient than MIMD because it can fetch more 
than one instruction per data operation. 

y) 	 It is possible to spread the work of one program across p processors and 
achieve a speedup greater than p. 

z) 	Making a one-processor system into a p-processor system automatically 
improves single-threaded performance by a factor of p. 

	

aa) 	A shared memory style of parallel programming does not allow processes 
to have local variables. 

	

bb) 	 Vector Processors are deeply pipelined, while GP Us hide latency with 
multithreading. 

	

cc) 	The principles of computer design concerns Parallelism and Locality. 

	

dd) 	In Cache Block Replacement, when we want to increase the associativity, 
we have to shrink the tag and expands the index in the block address. 

Question 2 Comparisons 	 (34 marks; 34 minutes) 

Compare the following items. 

a) SIMD and MIMD 
	

(2 marks) 

b) MTBF and MTTR 	 (2 marks) 

c) Temporal and Spatial Locality in Memory Hierarchy Management (2 marks) 
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d) Hit and Miss in Memory Hierarchy Management 	(2 marks) 

e) Direct Mapped, Fully Associative and Set-Associative Block Placements in 
cache 	 (3 marks) 

f) Write-Through and Write-Back strategies in cache (4 marks) 

g) Giving Reads Priority over Writes on Misses means serving reads before writes 
have been completed. Compare how to implement it when using Write- 
Through and Write-Back strategies in cache. 	(2 marks) 

h) What are three advantages of Virtual Memory? 	(3 marks) 
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i) What are the differences between Hypervisor TIN I and II? 	(2 marks) 

j) Explain two different approaches of Complex Instruction Set Computer (CISC) 
and Reduced Instruction Set Computer (RISC) that try to enable new High 
Level Languages programs to be compiled and executed efficiently. (2 marks) 

k) What are differences among Structural, Data and Control Hazards? (3 marks) 

1) What are three loop unrolling limits? 	 (3 marks) 

m) Compare Branch History Table (BHT), 2-bit Scheme Dynamic Branch 
Prediction, and Correlated Predictor. 	 (3 marks) 
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Question 3 Calculations 	 (12 marks; 12 minutes) 

Calculate the following answers. 

a) A clock's battery needs to be changed after 5000 hours of use and it needs half 
an hour to remove and replace the battery, find MTTF and MTBF. (2 marks) 

b) Find the speedup when there are 2 processors and 60% sequential code. (2 
marks) 

c) Find the speedup when there are 16 processors and 40% parallelizable code. (2 
marks) 

d) Find the speedup when there are 16 processors and 20% sequential code. (2 
marks) 

e) What is the upper bound of the overall speed up when the code is 80% 
parallelizable 	 (2 marks) 

1) According to 2:1 Cache Rule, the miss rate of a 2-way set associative cache of 
size 32 Kbyte equals to the miss rate of a direct mapped cache of what size? (2 
marks) 

Question 4 Explanation 	 (20 marks; 20 minutes) 

Answer the following questions. 

a) Explain the causes of Cache Misses. 	 (3 marks) 
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b) How to improve Cache Performance? 	 (3 marks) 

c) How can larger block size help reduce cache misses? (3 marks) 

d) Why increasing block size does not help when the cache size is larger? (2 
marks) 

e) What are 4 disadvantages of higher associativity? 	(4 marks) 

f) Give at least 5 benefits of Virtualization. 	 (5 marks) 

Question 5 Memory Management 	 (10 marks; 10 minutes) 

Explain the problems in the following programs and show how we can improve the 
performance. Also, demonstrate the improved codes. 

a) 	 (4 marks) 

for (a=0; a<10; a++) 

for (b=0; b<100000; b++) 

x[a][b] = f(x[a][b]); 
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b) 

for (a=0; a< 100000; a++) 

for (b =0; b < 100000; b++) 

sum = 0; 

for (c=0; c<100000; c++) 

sum+= H[c] [b] * G[a] [c]; 

F[a][b] = sum; 

} 

(6 marks) 

Question 6 Domonstration 	 (10 marks; 10 minutes) 

Answer the following questions. 

a) From the following picture, explain the page table entry and demonstrate the 
relationship between the virtual memory and physical memory. (5 marks) 

Virtual Memory 
	Virtual Address 

Virtual Page No. P. Offset 

V P R D Physical Page No. 
V  P R D Physical Page No. 

V PR D Physical Page No. 
V PR D Physical Page No. 

V P R D  Physical Page No. 

V PR D Physical Page No. 

Physical Page No. P. Offset Physical Address 

  

Name 	 ID 

Physical Memory 



b) How do Table Look-Aside Buffer work with Page Table Entry? 	(5 marks) 
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Question 7 Instruction-Level Parallelism 	 (30 marks; 30 minutes) 

Answer the following questions. 

a) Explain how we can improve the performance of the followin.(1, program and 
also demonstrate the improve code. 	 (4 marks) 

for (i=0; i<100000; i=i+2) 

a[i] = b[i] * c[i]; 

b) Give two examples each from the following code of true data dependencies, 
anti-dependencies, and output dependencies. 	(6 marks) 

Si: LD FO, 0(R1) 

S2: ADDD F4, FO, F2 

S3: ADDD F6, FO, F4 

S4: LD F2, 0(R3) 

S5: SUBI R3, R3, #4 

S6: MULT F6, F12, F2 

S7: LD F2, 0(R3) 

c) Explain how we can improve the performance of the following program and 
also demonstrate the improve code. 	 (6 marks) 

I: add rl, r2, r3 

J. sub r4, rl, r3 

K: mul rl, r2, r3 

L: div rl, r2, r3 
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d) Which kind of branch prediction works best for the below code? (2 marks) 

for (i=100000; i>0; i=i-1) 

x[i] = x[i] + s; 

e) Which kind of branch prediction is suitable for the below code? (2 marks) 

for (i=0; i<100; i++) 

for (j=0; j<3; j++) 

x[i] = y[j] + s; 

f) Consider the following instructions, fill in the first three cycles applying the 
Tomasulo algorithm. 	 (10 marks) 

LD FO, (0)R1 

MULTD F4, FO, F2 

LD F8, (0)R1 

SUBI R1, R1 #8 

Reservation Station.. 
Time Name Busy Op 

o Addl 
o Add2 
0 Add3 
o Mutt 
0 Mult 2 

Busy 	 
Loadl !No 
Load2 No 
Load3 No  

RS for k 
Ok 

Instruction status  
Instruction I 

F 

SUB 

Execution Write 
issue come ,te Result 

Si 
	

52 
Ilk 

RS for j 
01  

No 
No 
No 
No 
N-D 

Address 

Register result status 
Clock 

ru 

Clock Cycle 1 

FO F2 	F4 	F6 	F8 FIO F12 	F30 
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Vk 

RS for j 	RS fork 
0] 	Ok 

instruction status  
Instruction j 
LIB F 

SUB 

Busy Address 
Wadi No 
Lt d2 No 
Load3 No  

Execution Write 
Issue corn to Result 

S2 
V* 

RS for 	RS for k 
01 	Ok 

Reservation Station, 	SI 
Time Name Bu yOp V1 

1  0 Add 1 No 
0 Add2 No 
0 Add3 No 
0 Multi No 
o Mult2 '‘;o 

ID 
Name 

!nstruc tto7 t,  tpc, 

InStruCt,ori 	I 	k 	Is 5 ti(,  

F 

Reservation Station, 
Time Name Bus  

0 Add 1 
0 Add2 No 
0 Add3 No 
o MLA 1 "k) 
0 Mult2 

FO 	F2 	F4 	F6 	F8 F10 F12 	F30 
FU 

Register result status 

Clock 

Clock Cycle 2 

FO 	F2 	F4 	F6 	F8 F7O F72 	F30 
FU I 

Clock Cycle 3 

Register result status  

Clock 

12 

Execution t.lirrte; 
COmpk, 	Resuf: Busy 	 

Load 1 I No 
Load2 No 
Loaci3 No 

Address 
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Question 8 Data-Level Parallelism 	 (20 marks; 20 minutes) 
a) Explain the concepts of C0111'01.' and rector Chaining and give examples. (2 

marks) 

b) Suppose that the total number of data is 1024 and the size of Vector Length is 
32, derive the following code using Vector Length Registers. 	(5 marks) 

for (i=0; i< 1024; i++) 

C[i] = A[i] + B[i]; 

c) From the following code, explain how to apply Vector Mask Register. (3 marks) 

for (i = 128; i <=0 ; i=i-1) 

if (X[i] != 0) 

X[i] = 5*X[i]; 

d) Give an example of code that has more than 1 stride. 	(3 marks) 
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From the following code, explain how to apply scatter and gather operation. (3 
marks) 

for (i = 0: i < n; i=i+1) 

A[K[i]] = A[K[i]] + C[M[i]]; 

f) Compare Vector Processor, SIMD Multimedia Extension and GPU according to 
the following list 	 (4 marks) 

List Vector 
Processor 

SIMD Multimedia 
Extension 

GPU 

CPU 

Vector Mask Register 

Scalar Register 

Vector Register 

----End of Examination---- 

Pichaya Tandayya Lecturer 
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