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Abstract—Wireless Sensor Networks (WSNs) are generally
designed to support applications in long-term deployments, and
thus WSN protocols are primarily designed to be energy efficient.
However, the research community has recently explored new
WSN applications such as industrial process automation. These
mission-critical applications demand not only energy efficient
operation but also strict data transport performance. In par-
ticular, data must be transported to a sink in a timely and
reliable fashion. Both WSN’s data transport performance and
energy consumption pattern are mainly defined by the employed
medium access control (MAC) protocol. Therefore, this survey
paper explores to what extent existing MAC protocols for WSNs
can serve mission-critical applications. The reviewed protocols
are classified according to data transport performance and
suitability for mission-critical applications. The survey reveals
that the existing solutions have a number of limitations and only
a few recently developed MAC protocols are suitable for this
application domain.

Index Terms—Medium Access Control Protocols, Mission-
Critical Applications, Quality of Service, Safety-Critical Applica-
tions, Time-Critical Applications, Wireless Sensor and Actuator
Networks, Wireless Sensor Networks, Survey.

I. INTRODUCTION

W IRELESS Sensor Networks (WSNs) consist of small
autonomous devices called nodes or motes that harvest

information such as temperature, pressure or vibration from
their physical environment. The collected information is, in
most cases, transported hop-by-hop through the network to a
central control station where it is analyzed and decisions are
made.
Initial applications supported by WSNs were mostly in the

domain of environmental monitoring [60]. Example applica-
tions are bird observation on Great Duck Island [61] and
glacier motion monitoring [62]. In this domain, operation
with little or no human intervention for long periods of time
is required. As sensor nodes have limited energy resources,
network protocols for this application domain have energy-
efficiency as the main design goal. Hence, existing network
protocols are very energy efficient but provide only simple
best-effort data delivery. Such behavior poses no problem in
this application scenario as long data transport delays can be
tolerated. For example, in a glacier monitoring application,
plenty of time is available to forward sensor readings because
the observed phenomenon is changing only slowly and the
collected data is not used to trigger actions immediately. The
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abundance of available forwarding time can also be used to
retransmit lost messages and compensate for message losses.

WSNs have been subsequently extended to support many
other application domains such as military target tracking
[63], [64], patient monitoring [66], [67] or industrial process
monitoring [69]. The aforementioned best-effort data delivery
is no longer adequate for these application domains. Instead,
improved data delivery is required as the applications can only
function properly if data arrive in a timely and reliable fashion.
For example, a WSN for battlefield surveillance is only useful
if information about an approaching enemy arrives in time.

Wireless Sensor and Actor Networks (WSANs) have re-
cently attracted considerable interest from the research com-
munity. WSANs have very strict requirements regarding net-
work performance as actuator nodes must react to data col-
lected by sensor nodes within a tight deadline. Most WSAN
applications are only implementable if the network can provide
deterministic network performance [48], [49]. For instance, a
WSAN can be employed to control a chemical production
process. Sensors observing pressure in pipes must deliver
messages to an actuator connected to a valve in a timely and
reliable fashion. The control loop can only be implemented
if a strict upper bound on data transfer delay between sensor
and actuator can be given.

The novel WSN applications outlined in the above two
paragraphs have two characteristics in common: (1) energy
efficiency cannot be the only design concern and (2) the
best-effort data delivery is not sufficient. These features mo-
tivate an investigation of the implementation of WSNs for
mission-critical applications. In this paper, mission-critical
WSN applications are defined as applications demanding data
delivery bounds in the time and reliability domains. A vast
number of potential mission-critical WSN applications can
be found in the area of process automation and control [69],
[70]. To support these applications the network must provide
both timely and reliable data delivery. Network performance
parameters such as delay, reliability and throughput must
therefore be considered during network design. Furthermore,
energy consumption remains a design concern as a reasonably
long network lifetime is still desirable.

The design of a WSN is often started with the definition of
a Medium Access Control (MAC) protocol as it fundamentally
determines the energy consumption properties and the basic
data transport capabilities of the network. Additional network
mechanisms such as routing or topology control are often
integrated into the MAC protocol or closely aligned with its
design choices. Hence, to support mission-critical applications,
a necessary first step is to find a MAC protocol that is capable
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of supporting performance bounds on data transport delay and
reliability. This survey paper explores to what extent existing
MAC protocols can serve mission-critical applications. More-
over, the survey covers solutions that not only contain a MAC
protocol at their core but also specify additional mechanisms
considered crucial to enable the mission-critical data delivery.
A large number of MAC protocols for wireless sensor net-

works have been proposed in literature, and an exhaustive list
can be found in [54], [55], [56], [57]. The majority of existing
MAC protocols are purely designed to minimize energy con-
sumption. A small number of them consider delay, reliability
or other design concerns that are essential to support mission-
critical applications. This review differs from existing MAC
protocol surveys [54], [55], [56], [58] as it analyzes recent
MAC protocols with regard to their suitability for mission-
critical applications. The surveyed protocols are classified
by the fundamental performance objectives: data transport
delay and reliability. We believe that these two objectives are
most relevant in the context of mission-critical applications,
while energy efficiency could be addressed additionally if
required. Some of the surveyed protocols address only one
objective, while others address both objectives concurrently.
This paper provides a comparison of merits and drawbacks
of these protocols. In addition, it identifies open research
questions in the field of MAC protocols for mission-critical
WSN applications.
The remainder of the paper is organized as follows. Sec-

tion II elaborates mission-critical application scenarios and a
taxonomy that is used to categorize the reviewed protocols.
Delay-aware MAC protocols and reliability-aware MAC pro-
tocols are presented in Section III and Section IV, respectively.
Section V explains MAC protocols that concurrently address
both delay and reliability objectives. Section VI describes
limitations of the reviewed protocols leading to open research
issues and a discussion of future directions of MAC protocol
research for mission-critical applications. Finally, concluding
remarks are given in Section VII.

II. MISSION-CRITICAL DATA DELIVERY

This section explores common application scenarios in
WSNs and categorizes them into four application classes; one
of these classes represents the mission-critical applications of
interest. For each surveyed WSN MAC protocol, we state
the application class it is able to support. In addition, since
WSNs are generally designed for specific applications, we
give the underlying WSN design assumptions to enable a
fair comparison of the reviewed MAC protocols. We also
provide a definition of network performance parameters that
we use to evaluate the performance of the surveyed proto-
cols. Furthermore, we introduce a performance-driven MAC
protocol classification scheme that is used to identify which
MAC protocols should be included in this survey. Besides the
classification scheme, we detail S-MAC [28] protocol which
is chosen as the reference point for protocol comparison.

A. Application Scenarios

Although WSNs can be applied in a number of application
scenarios, they are typically deployed for monitoring, control

Fig. 1. Application Classes Based on Network-Driven Performance

or tracking scenarios [61], [62], [63], [64], [65]. Given the
large number and variety of different application scenarios, it
is not useful to classify WSNs in terms of application context.
Instead, other more generic application characteristics are gen-
erally used for classification. For example, WSN applications
can be classified in terms of how they extract data (periodic or
aperiodic), what type of deployment they require (static or ad
hoc) or data volume they generate (large or small sample size).
However, in the context of this paper we classify applications
in terms of the data delivery performance they demand.
Applications can be characterized in terms of performance

needs using two different definitions: data-driven and network-
driven. The data-driven performance depends on the packet
content, and thus issues such as sensing accuracy and sensing
fidelity are design concerns. In contrast, the network-driven
performance depends on the packet delivery being timely
and/or reliable. In this paper, the data delivery performance
in both the time and reliability domains is used to classify
applications.
The performance in the time domain depends on when data

is received at the destination. Parameters such as message
transfer delay and jitter are commonly used to quantify this
performance aspect. The performance in the reliability domain
depends on how much data is received at the destination.
Delivery ratio and packet loss rate are measurements often
used to represent this reliability performance. In addition,
the performance in the time and reliability domains are in-
terdependent. Data delivered late can be considered as lost
data. Likewise, additional time for data transmission can be
used to improve reliability, such as seen when retransmissions
are employed. The interdependency is often characterized by
measuring throughput.
As delay and loss can be used as a pair of network-driven

performance metrics, WSN applications can be classified
based on such a pairing. The classification result is displayed
in Figure 1. The scales of the x-axis and y-axis are from 0 to 1,
signifying the level of increasing performance intolerance of
an application. The value 0 represents complete performance
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relaxation, while the value 1 represents absolute performance
guarantee. For example, an application at point (1, 1) requires
that a defined amount of data readings must be delivered
within a strict time bound. Moreover, the classification as-
sumes a uniform distribution on the performance values in
both axes, and thus the value 0.5 is defined as the mid-point
which divides two performance areas: tolerant and intolerant.
An elaboration of each application class and corresponding
data delivery requirements are given below.

• Delay-tolerant, Loss-tolerant Class. The applications in
this class accept high data transport delay and loss.
Examples of such performance independent scenarios are
environmental monitoring applications [61], [62] where
the application can still function as desired even if high
data losses are incurred and some data requires a long
time for delivery. For such lenient applications, the data
delivery requirements can be relaxed in both the time and
reliability domains.

• Delay-tolerant, Loss-intolerant Class. Applications in
this class can tolerate large delays in data delivery but
data must eventually arrive. For example, a car park
monitoring application [68] keeps track of the number of
cars that enter or leave a monitored area. To determine
available parking spaces for potential customers, the
monitoring must be accurate but data delivery times
in order of minutes can be tolerated. To accommodate
applications in this class, the data delivery can be relaxed
in the time domain but must obey a stringent requirement
in the reliability domain.

• Delay-intolerant, Loss-tolerant Class. In contrast to the
previous class, relatively high loss rates are acceptable
in this class but data must arrive in a timely manner.
For instance, a target tracking application might require
timely data delivery but may not require that a high
percentage of data readings reaches the destination [63].
To accommodate applications in this class, the data
delivery must obey a stringent requirement in the time
domain but can be relaxed in the reliability domain.

• Delay-intolerant, Loss-intolerant Class. The applications
in this class demand strict performance in both the
time and reliability domains. Monitoring transmission
pipelines in an oil refinery is one example of this appli-
cation class [69], [70]. If a sensor detects a dangerous
overpressure in a pipe, its alarm message has to be
transported in a timely and reliable manner to an actuator
that operates a shutter valve. Given the strict delivery
requirements, the mission-critical applications mentioned
in the paper represent this class of delay-intolerant and
loss-intolerant applications.

The aim of this survey is to determine which available MAC
protocols ensure that data delivery obeys a stringent require-
ment in both the time and reliability domains. The protocols
thus can be used to support applications that fall into the
delay-intolerant and loss-intolerant class. These applications
are mission-critical and located in the top right quadrant of
Figure 1. We will use Figure 1 to present the findings of
this survey graphically. Each MAC protocol is placed in the
application area that it is able to support well (See Section VI).

It is important to reiterate that in our opinion the delay
and reliability performance aspects are most relevant to en-
abling mission-critical applications and must be addressed
before considering energy efficiency. Figure 1 thus depicts
only the delay and reliability aspects while excluding the
energy issue. However, energy efficient operation is required in
many mission-critical applications to support a long network
lifetime. We therefore investigate energy consumption of the
reviewed protocols in addition to their delay and reliability
performance.

B. Design Assumptions

As mentioned above, WSNs are designed and tailored for
distinctive applications. Consequently, one system prototype
that is applicable to certain application scenarios may fail
to perform adequately in other scenarios because of different
design assumptions. Furthermore, in contrast to traditional IP
networks, the design of WSN protocols has not yet followed
any standardized or layered structure. As a result, there is no
one-size-fits-all solution in WSNs. The designs of MAC proto-
cols that are discussed in the WSN literature generally utilize
the assumptions listed below. Although it is not complete,
this list covers most popular assumptions. For the presented
MAC protocol survey it is necessary to take these design
assumptions into consideration. For example, a MAC protocol
might be suitable for mission-critical applications but only if
a very narrow set of design assumptions is met.

Sensor Deployment (Random or Planned): Sensor de-
ployment can be classified as random or planned. In a planned
deployment the location of nodes can be carefully selected.
Conversely, in a random deployment node locations cannot be
influenced, especially during network design. MAC protocols
for planned deployments are generally more efficient than
those for random deployments as more information about net-
work structure can be exploited when protocols are designed.
For instance, in many environmental monitoring applica-

tions, nodes are assumed to be dropped from an airplane,
resulting in a random deployment. Certain probability dis-
tributions are commonly used to further describe such de-
ployments, for example, uniform or Poisson distributions. In
other scenarios, nodes are assumed to be placed manually
at specific locations in a planned deployment. In such a
deployment, nodes would often be placed as required without
a pre-defined physical topology being formed. However, some
work assumes that nodes are placed in a grid, while other work
assumes tree-based topologies.

Topology Formation (Flat or Hierarchical): A logical
topology in a wireless sensor network is defined as flat or non-
hierarchical when all nodes perform the same functionality. In
contrast, a topology is hierarchical when some nodes have
additional functionality or take on a more prominent role
than other nodes. For instance, a hierarchical deployment may
employ cluster heads that are used to relay messages between
nodes. In a hierarchical tree topology, a parent node may act
as a data aggregation point for its child nodes. MAC protocols
differ significantly in their design and achievable performance
if the presence of hierarchical structures is assumed.
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Network Traffic Pattern (Convergecast, Broadcast or Lo-
cal Gossip): Applications in WSNs usually generate three
types of network traffic patterns: convergecast, broadcast, and
local gossip. Convergecast traffic is observed in most moni-
toring applications that require some or all nodes to report to
one or a few specific nodes such as sinks, cluster-heads or data
fusion nodes. Alternatively, queries or control messages from
sinks are distributed over the network generating broadcast
traffic. In the local gossip pattern, node communication with
one another produces a local traffic pattern. For instance, a
tracking application requires nodes to trace an object’s move-
ment. Upon detecting such a movement, a node communicates
with its direct neighbors in order to request collaboration to
maintain the current location of the object. Therefore, the
network traffic pattern follows the direction of this object’s
movement. In order to meet a performance goal, the design
of a MAC protocol should take account of expected traffic
patterns. For example, a protocol designed for convergecast
usually provides poor performance if it is used to support a
local gossip traffic pattern.

Cross-layer Support: In contrast to traditional wired
networks including the Internet, construction of WSNs does
not always follow a layered protocol stack but instead ex-
ploits cross-layer information to obtain additional optimiza-
tion. Some designs of MAC protocols for WSNs utilize
cross-layer information extensively. For example, information
from the routing layer [7] or the application layer [35] is
used to improve MAC protocol performance. However, other
MAC protocols pursue the conventional layered approach and
avoid any integration with other layers to promote protocol
reusability.

Transceiver Type: MAC protocols are tailored to a
specific type of transceiver hardware. Conventional MAC
protocols [4], [28] usually assume that one single data radio
is available, while other modern platforms provide a second
additional radio to further conserve energy [43], [44]. This low
power control radio often remains on all times and prompts
the high power radio to wake up for actual data transmission
or reception. Besides the assumption about the number of
transceivers per node, the type of transceiver deployed also
influences MAC protocol design and performance. Most MAC
protocols assume homogeneous transceivers for all nodes in
a network; all nodes and sinks use identical transceivers
and settings such as transmission power. In contrast, some
protocols assume heterogeneous transceivers. For example, in
[16] a sink node employs a high power radio that can directly
reach other nodes in a network, but these nodes use low power
radios to forward data to the sink.

C. Performance Parameters

As defined in Section II-A, mission-critical applications
require messages to be delivered in a timely and reliable
fashion. Furthermore, this application domain may demand a
network with a reasonably long lifetime. The network lifetime
is determined by the energy consumption patterns of battery-
powered sensor nodes. Thus, a MAC protocol for mission-
critical applications should be evaluated considering both
transport performance and energy consumption; the energy

issue could, however, be less important in some mission-
critical scenarios. For protocol evaluation within this survey,
we use the following performance metrics.

Message Transfer Delay: The message transfer delay is
defined as the amount of time needed to transport a message
from one node to another. This transfer delay is measured from
the time the message is passed to the MAC layer at the sending
node to the time the message is passed from the MAC layer to
its upper layer at the receiving node. In addition to propagation
delay, the message transfer delay includes processing delays
at the MAC layer. In this paper, the term delay is used
interchangeably with the term message transfer delay.

Message Transfer Reliability: The message transfer reli-
ability is defined as the probability of successfully delivering a
message from a sender to a receiver. A simple way to estimate
message transfer reliability is to measure a packet loss rate or
packet delivery ratio. The issue of message transfer reliability
is mostly addressed outside the MAC protocol. For example,
transport protocols are often used to address message trans-
port reliability [50], [51]. However, recent work supporting
mission-critical applications [24], [27], [39] has shown that it
is beneficial to address message transfer reliability within the
realm of MAC protocols. In the remainder of the paper, we
use message transfer reliability and reliability interchangeably.

Energy Consumption: Communication uses more energy
than other operations by several orders of magnitude, and
it is generally regarded as the highest source of power ex-
penditure in MAC protocols for WSNs. As a result, only
energy consumption regarding the communication is taken into
account when evaluating the performance of MAC protocols.
The communication-related energy consumption of a sensor
node is mostly influenced by the time the communication
transceiver is operated in an active state, which include trans-
mitting, receiving and idle listening. The energy efficiency of
a MAC protocol can be quantified by the so-called duty cycle.
This duty cycle P is the ratio of radio on time Δon to the sum
of radio on time Δon and radio off time Δoff , and thus is
formally defined as P = Δon/(Δon + Δoff ). The radio on
time represents the time the radio is in the aforementioned
active state, while the radio off time represents that in an
power-efficient sleep state.

D. Taxonomy

A multitude of MAC protocols for WSNs have been pro-
posed in literature, and an exhaustive list can be found in [55],
[56], [57], [58]. These MAC protocols are described using well
known classification schemes. For example, MAC protocols in
wireless sensor networks are commonly categorized into three
main groups based on the degree of node coordination to avoid
collision of data transmission1: contention-based, schedule-
based, and hybrid approaches. Alternatively, Langendoen [56]
proposes a classification according to how nodes organize
access to the shared transmission channel. Therefore, three
classes of organization are defined: random access, slotted

1It is important to emphasize that the term collision is shortened from
collision of data transmission as some schedule-based MAC protocols could
employ the contention-based approach when transmitting control packets
during their setup phase.
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access and frame-based access. However, for the presented
survey, existing classification schemes are not very useful as
they do not capture the network performance parameters of
interest. Therefore, we propose a classification scheme based
on performance achievements in terms of delay and reliability.
The review focuses on a group of protocols that are ca-

pable of meeting mission-critical application requirements.
In particular, the protocols must ensure that data delivery is
timely and reliable, while the goal of energy efficiency is
of secondary importance. Therefore, the following two main
categories are used: delay-aware and reliability-aware. All
surveyed MAC protocols are classed as delay-aware and/or
reliability-aware. In addition, sub-classes are used to indicate
how a protocol addresses delay or reliability issues. For the
delay issue the four sub-classes are node-to-node decrease,
node-to-node guarantee, end-to-end decrease and end-to-end
guarantee. In contrast, for the reliability issue the four sub-
classes are node-to-node increase, node-to-node guarantee,
end-to-end increase and end-to-end guarantee. The exact
definition of the classification scheme is provided next.
In our definition, a protocol is categorized as delay-aware if

it clearly aims to achieve timely delivery. Similarly, a protocol
is categorized as reliability-aware if it clearly aims to cope
with fluctuating channel quality to enable reliable delivery.
A delay-aware MAC protocol can be designed to decrease

or guaranteemessage transfer delay. The term decrease is used
to describe a protocol when it can reduce delay in comparison
with S-MAC [28] protocol, which is our reference point
and described next in Section II-E. Alternatively, the term
guarantee is used when a protocol can provide timely delivery.
This performance guarantee is further divided into two forms:
probabilistic and worst-case. A delay-aware MAC protocol
classified as probabilistic guarantee ensures that delays of
successfully delivered messages follow a particular pre-defined
distribution. In contrast, a delay-aware MAC protocol regarded
as worst-case guarantee ensures that all successfully delivered
messages arrive within a fixed pre-defined time. As to be
argued later in Section VI, almost all delay-aware guarantee
MAC protocols in this survey provide worst-case guarantees.
Thus, for simplicity we often describe these protocols as
providing guarantees but explicitly describe the remaining
protocols as providing probabilistic guarantee.
In addition, the delay performance of MAC protocols can

be considered at node-to-node or end-to-end levels. In general,
MAC protocols are designed for channel arbitration among
only neighboring nodes, and in this survey they are classified
as node-to-node decrease or node-to-node guarantee. In con-
trast, some delay-aware MAC protocols address data delivery
at a larger scale and consider the complete delivery path
between sensor nodes and sinks. These protocols are classified
here as end-to-end decrease or end-to-end guarantee, and they
are explained in detail along with other delay-aware MAC
protocols in Section III.
The performance in the reliability domain is categorized in

a similar fashion. A reliability-aware protocol can be designed
to increase or guarantee message transfer reliability. The
reference point to measure an increase in reliability is again
S-MAC [28], which does not provide any mechanisms to
improve reliability. In addition, the performance guarantee can

be given as probabilistic guarantee or worst-case guarantee.
Reliability can also be addressed by a MAC protocol on a
node-to-node or end-to-end basis. In this survey, reliability-
aware MAC protocols can therefore be classed as one of these
four types: node-to-node increase, node-to-node guarantee,
end-to-end increase and end-to-end guarantee. The details of
these protocols are presented in Section IV.
In contrast to the delay issue, reliability is rarely addressed

by MAC protocols. Often, other protocols such as transport or
routing protocols [50], [51], [52], [53] are designed to handle
the reliability challenge. However, studies such as [24], [26],
[27] show that in order to improve data delivery performance,
MAC protocols must address packet losses. Most mechanisms
to improve reliability require increased data transport delays,
for example, acknowledgements and retransmissions. There-
fore, it is necessary to address delay and reliability together,
and Section V explains the protocols with these two objectives.

E. Reference Point for Protocol Comparison

Before we perform an in-depth analysis of the reviewed
MAC protocols in the subsequent three sections, we here
provide an example network topology and symbols that are
used to illustrate MAC protocol operations in the remainder of
the paper. Furthermore, we explain the S-MAC [28] protocol
that is used as the reference point for protocol comparison.
To describe the functionality of the surveyed protocols, we

use a simple tree topology that is commonly adopted in many
WSN deployments. Data are usually forwarded multiple hops
toward the sink node, and in Figure 2 they are transferred
from node C to the sink node. We adopt this forwarding path
to illustrate operations of the reviewed protocols. Figure 2 also
presents the notation used to help depict these operations.
In addition, it has to be noted that most reviewed protocols

use one frequency channel for transmission, and we do not
include any notation to indicate this single channel in their
figures. In contrast, for the protocols that utilize more than one
frequency channel, their transmission channels are displayed
as shaded and labeled clearly. Furthermore, most reviewed
protocols do not specify if the sink is power constrained,
whereas only a few state otherwise. In the illustration of
protocol operation, we therefore assume that the sink performs
radio duty cycling. This assumption enables us to achieve
consistency when comparing the protocols. Nevertheless, the
result of the protocol comparison should be similar to ours if
all reviewed protocols assume that the sink is always on. These
protocols are compared with S-MAC [28] whose description
is summarized below.
S-MAC [28] is one of the prominent pioneering studies

on MAC protocols in WSNs, and we use it as the refer-
ence point for protocol comparison in this survey. Having
energy efficiency as the primary design goal, the protocol
introduces the periodic duty-cycle concept to reduce idle
listening. Figure 3 illustrates this concept in which nodes
alter periodically between active and sleep state. A node
coordinates its fixed sleep/active period with neighbors using
SYNC packets. Within an active period nodes follow the
IEEE 802.11 standard to transmit messages. The protocol uses
an exchange of Request-To-Send (RTS) and Clear-To-Send
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Fig. 2. Topology and Legend Used for Protocol Comparison

Fig. 3. S-MAC [28] Protocol Used as the Reference Point

(CTS) packets as a contention mechanism in the active period.
Packets transported using S-MAC can experience high delays
in a multi-hop network as they might have to be queued at a
node until the next active period.
This S-MAC [28] protocol was the first reasonable protocol

for WSNs, but it does not aim to provide timely or reliable
data delivery. In contrast, all protocols that we discuss in the
next three sections aim to do so. We therefore highlight how
the surveyed protocols improve data transport performance in
comparison to the chosen S-MAC baseline.
Table I shows the result of this survey using the afore-

mentioned classification scheme and comparing with S-MAC.
It also illustrates how the MAC protocols address energy
conservation, which could be implemented after the delay and
reliability requirements are met. Furthermore, in this table
we state which design assumptions, previously described in
Section II-B, are taken into account during the design phase
of the protocols.
The next three sections discuss the reviewed MAC pro-

tocols in detail. These sections are motivated by our taxon-
omy defined in Section II-D and present delay-aware MAC

protocols, reliability-aware MAC protocols and delay-and-
reliability-aware MAC protocols, respectively. Figure 4 depicts
the structure of this presentation. Within each section, the re-
viewed MAC protocols are ordered according to our taxonomy
whenever possible. However, to improve the readability of this
survey we decided to discuss and group the protocols in each
section according to their common principles. In any group,
we clearly state how each described protocol maps onto the
proposed taxonomy.

III. DELAY-AWARE MAC PROTOCOLS

In this section, we describe MAC protocols that can be clas-
sified as delay-aware using the aforementioned classification
scheme based on performance achievements. For each sur-
veyed MAC protocol, we discuss which specific performance
feature it provides: node-to-node decrease, node-to-node guar-
antee, end-to-end decrease or end-to-end guarantee. Details
of contention-based delay-aware protocols are presented first,
and then a discussion of schedule-based delay-aware protocols
follows.
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TABLE I
COMPARISON OF MAC PROTOCOLS AND SUPPLEMENTARY TECHNIQUES FOR MISSION-CRITICAL APPLICATIONS IN WIRELESS SENSOR NETWORKS

Protocols Performance Objectives Assumptions
Energy Delay Reliability Deployment Topology Network Cross-layer Transceiver

Pattern Support
S-MAC-AL [1], duty cycling node-to-node no random flat any no single,
T-MAC [2], decrease homogeneous
DSMAC [3] (a few hops )
DMAC [4], duty cycling end-to-end no random tree convergecast no single,
LEEMAC [5] decrease homogeneous
FPA/GSA [6] duty cycling end-to-end no n/a flat any routing single,
Algorithms decrease homogeneous
RMAC-R [7] duty cycling end-to-end no random flat any routing single,

decrease homogeneous
LE-MAC [8] duty cycling end-to-end no random flat any carrier sensing, single,

decrease routing homogeneous
Q-MAC [9] duty cycling end-to-end no random flat convergecast no single,

decrease (query-based) homogeneous
PTW [10] duty cycling end-to-end no random flat any no dual,

decrease homogeneous
LEEM [11] duty cycling end-to-end no random flat convergecast routing dual,

decrease homogeneous
T-MALOHA [12] n/a node-to-node no planned star convergecast no multiple at sink,

probabilistic (single hop) single at others,
guarantee homogeneous

Alert [13] no node-to-node no planned star convergecast no single,
decrease (single hop) homogeneous

f-MAC [14] no node-to-node no random flat any no single,
guarantee homogeneous

FTDMA [12] n/a node-to-node no planned star convergecast no multiple at sink,
guarantee (single hop) single at others,

homogeneous
RT-Link [15] duty cycling end-to-end no planned tree convergecast no single,

guarantee homogeneous
PEDAMACS duty cycling end-to-end no random tree convergecast no single,

[16] guarantee heterogeneous
(high-power sink)

HyMAC [17] duty cycling end-to-end no random tree convergecast no single,
guarantee homogeneous

RMAC [18] no no node-to-node random flat any routing single,
increase homogeneous

E2RMAC [19] duty cycling no node-to-node random flat any routing dual,
increase homogeneous

Back-off [20] n/a no end-to-end random flat broadcast routing single,
Algorithms increase homogeneous
ATPC [21] n/a no node-to-node random flat any no single,
Algorithm increase homogeneous

MMSPEED [22] no end-to-end end-to-end random flat any routing single,
probabilistic probabilistic homogeneous
guarantee guarantee

Dwarf [23] duty cycling end-to-end end-to-end random ring convergecast routing single,
decrease increase homogeneous

QoS-MAC [24] duty cycling node-to-node node-to-node planned tree convergecast routing single
guarantee guarantee homogeneous

WirelessHART [25] duty cycling end-to-end end-to-end random mesh any no single
guarantee increase homogeneous

Burst [26] n/a end-to-end end-to-end planned flat any routing single
Algorithm guarantee guarantee homogeneous

GinMAC [27] duty cycling end-to-end end-to-end planned tree convergecast routing single
guarantee guarantee homogeneous

A. Contention-based MAC Protocols

Contention-based MAC protocols can operate either in
a synchronous or asynchronous fashion. Nodes using syn-
chronous protocols are aware of roughly when a neighboring
node is able to receive a message. However, this collaboration
of transmission schedules is not as strict as the synchronization
employed in schedule-based MAC protocols. Collisions are
not eradicated by using synchronous protocols since nodes still
contend for the channel when becoming active. In contrast to
the synchronous protocols, nodes using asynchronous proto-
cols do not keep track of activity schedules of neighboring
nodes at all. To enable communication, a sender must ensure

that a transmission falls in the active period of a receiver. For
example, a transmission can be prolonged such that reception
is guaranteed. We analyze synchronous protocols and then
asynchronous protocols as presented below.

1) Localized Transmission Scheduling: There are several
subsequent studies that are based on S-MAC [28]. Instead
of a fixed active period used in S-MAC, they employ an
adaptive active period to improve per-hop delays in multi-
hop networks. For example, in [1], which we call S-MAC-
AL for presentation in the survey, nodes use overheard RTS
and CTS messages to schedule an additional wake-up period
at the end of the announced data transmission. In case the
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Fig. 4. Section Structure According to the Taxonomy Given in Section II-D

overhearing node is the next hop in the delivery path, packets
can be forwarded without waiting for the next scheduled active
period. Figure 5 shows the adaptive listening enhancement
of S-MAC-AL that decreases forwarding delay. In particular,
node C sends a packet whose final destination is the sink to its
next-hop forwarder: node B. As being an immediate neighbor
of node B, node A overhears the CTS packet from node B
and thus can determine the duration of the packet transmission
between node C and node B. Subsequently, node A switches
off its radio and adaptively wakes up at the end of this
duration. As node A is the next-hop node in its transmission
path, node B immediately passes the packet to node A. Hence,
the forwarding delay from node C to node A in S-MAC-AL is
less than that in S-MAC. Note that due to a space constraint
we cannot illustrate the forwarding delay from node C to the
sink, unlike other illustrations of most subsequent protocols.
However, this end-to-end delay is likely to be reduced as a
result of the adaptive active period in S-MAC-AL.
Other protocols similar to S-MAC-AL include T-MAC

[2] and DSMAC [3]. Adopting an adaptive active period
clearly enables these protocols to reduce the forwarding delay
compared to S-MAC. The improvement of forwarding delays
is nevertheless local and not designed to cover the whole
message delivery path through the network. A packet traveling
through the network may still experience long queuing times at
some points in its delivery path. Therefore, these three variants
of S-MAC can only decrease node-to-node delay and are not
suitable to enforce timely data delivery.

2) Path-Aware Transmission Scheduling: In the aforemen-
tioned variants of S-MAC, not all nodes in the network are
aware of the data transmission path. Therefore, unnecessary
sleep delays may add to the end-to-end delay, and their
sleep/active scheduling causes a data forwarding interruption
problem. To remedy this problem, another group of proto-
cols coordinates sleep schedules along forwarding paths to
decrease the overall latency in a multi-hop network.
DMAC [4] applies a staggered wake-up schedule which

allows nodes along the data-gathering tree to wake up sequen-
tially as a packet traverses toward the sink. Three different
types of time slots are used: receiving, sending and sleep.
In a receiving slot, a node might receive one packet which
is acknowledged. In a sending slot a node might transmit
one packet and expects an acknowledgement. A transceiver
is shut down in a sleep slot to save energy. Each node adopts
a periodic interval that consists of one receiving slot, one
sending slot and multiple sleep slots. The protocol ensures

that a node higher up in a collection tree is in a receiving
slot while the node below is in a sending slot. Therefore, a
wake-up schedule of a node is skewed ahead from that of
its parent node as shown in Figure 6. A packet forwarded
through the network does not experience additional delays due
to node sleep phases. In addition, when a node has multiple
packets to transmit in one sending slot, it uses a slot-by-slot
renewal mechanism. A more data flag in the MAC header is
set to request an additional active period. If granted, the active
period follows a fixed sleep period lasting three slots. As the
following nodes on the path will forward the packet in these
slots, the interim sleep period serves as a mechanism to avoid
collisions. Compared to S-MAC, DMAC obviously reduces
the overall end-to-end delay, but it suits only applications
where traffic flows from sensor nodes to a single sink.
Similar to DMAC, there are other protocols whose designs

are aware of a packet transmission path. Examples of such
protocols are LEEMAC [5], FPA/GSA [6], RMAC-R2 [7], LE-
MAC [8] and Q-MAC [9]. The MAC protocols in this group
of path-aware transmission scheduling decrease end-to-end
delay. However, they are not designed to give guarantees as
they contain non-deterministic elements. For example, DMAC
is not able to give delay guarantees as a number of child nodes
must still compete for a transmission slot to a parent node
where random back-off is used.
The protocols discussed so far in this path-aware transmis-

sion scheduling group address the data forwarding interruption
problem, which is caused by radio duty cycling. However,
there are a few somewhat similar studies that use a slightly dif-
ferent approach to enhance the delivery performance. For ex-
ample, funneling-MAC [36] improves throughput and reduces
packet loss in the high traffic area near the sink. It is a hybrid
MAC protocol that uses both CSMA/CA (contention-based)
and TDMA (schedule-based) schemes to support many-to-one
communication, which is similar to the data-gathering tree
in DMAC. The CSMA/CA scheme is implemented network-
wide, whereas the TDMA scheme is used to allocate additional
transmission opportunities to nodes near the sink. Another
work that also addresses the many-to-one traffic pattern is a
time-optimum packet scheduling algorithm described in [37].
The algorithm can minimize message transfer delay in a tree
topology and enables nodes to adjust duty cycles locally.
Several ideal assumptions are also made to lower interference
among transmission links, and therefore they could be violated
in a real deployment.
Both the time-optimum scheduling algorithm [37] and

funneling-MAC [36] may not yet be able to support mission-
critical applications. In particular, although the algorithm can
determine optimal delay, some applications prefer guaranteed
performance to fast data delivery. Funneling-MAC alleviates
the problem of high traffic near the sink and aims to improve
throughput instead of giving a guaranteed delay.

3) Transmission Scheduling Using Wake-up Radios: In
general, MAC protocols for wireless sensor networks are
designed for nodes with one transceiver. Some MAC protocols

2This protocol is introduced and called RMAC in [7]. However, in this
survey we rename the protocol RMAC-R to distinguish it from the RMAC
[18] protocol that will be explained in Section IV.
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Fig. 5. S-MAC with Adaptive Listening or S-MAC-AL [1] Protocol

Fig. 6. Skewed Wake-up Schedules in DMAC [4] Protocol

nevertheless assume the presence of additional transceivers as
this allows for improving delay performance, and examples of
such protocols are discussed next.
A Pipelined Tone Wakeup (PTW) scheme [10] uses two

radios: wake-up radio and data radio, to transmit a wake-
up tone and transmit data packets, respectively. The wake-up
radio adopts a periodic duty cycle and turns on the data radio
upon detecting a wake-up tone during its active time. As there
is no synchronization among nodes, the wake-up tone needs to
be long enough to wake up all nodes within the transmission
range of a sending node. At the end of the wake-up tone,
the sender transmits a short notification (NTF) containing an
intended receiver’s identification using the data radio. The
notification message allows other receivers to quickly turn
off their data radios. The receiver responds with a wake-up

procedure to awaken all of its neighbors. For instance, node
B transmits a tone on the wake-up or control channel, which is
shown as shaded in Figure 7, to wake up all of its neighbors:
node A and the sink. By the end of the tone period, these
neighbors are awakened and turn on their data radios. Node
B then sends the NTF packet via the data channel to indicate
that the data packet is intended for node A, and the sink that
overhears this NTF packet switches off its data radio. Data
reception at node A occurs at the same time as waking up
its next hop node. The wake-up pipeline is thus created to
reduce a wake-up delay at each hop and improve end-to-end
delay. The protocol performs well when the packet size is
large enough such that its transmission delay exceeds a wake-
up delay. In contrast, if the packet size is small, the wake-
up delay remains in this scenario and a reduction of end-
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to-end delay becomes limited. However, PTW can achieve a
significant improvement regarding end-to-end delay compared
to S-MAC.
There is one variant of PTW: LEEM [11], that also utilizes

the wake-up radio concept. However, as both PTW and
LEEM can decrease end-to-end delay, they cannot give delay
guarantees as wake-up periods can overlap and contention
is not removed. Therefore, they cannot support the target
mission-critical applications. In addition, their performance
is only evaluated by simulation. Low-power radio hardware
has recently emerged (see [45] and [46]) and consequently
made implementations of MAC protocols that use a dual
radio architecture possible. The platform described in [46] has
an extremely low powered wake-up radio which allows the
system to keep the wake-up radio always on to reduce wake-
up delays significantly. Despite the advantages, the hardware
cost of an additional radio must be included in the design
consideration.

4) Transmission Scheduling Using Time and Frequency
Multiplexing: In contrast to PTW and LEEM, the technique
called T-MALOHA in [12] exploits both time and frequency
multiplexing. In particular, it is a transmission pipelined multi-
channel ALOHA, which is based on the well-known slotted
ALOHA protocol. Time is divided into frames, and each frame
is further subdivided into a fixed number of transmission
slots. Each node uses a single transceiver, but the sink is
equipped with m transceivers. These sink transceivers operate
at different frequencies and consequently facilitate parallel
transmissions from nodes which are assumed to be only one
hop away. Compared with traditional frame-based protocols,
T-MALOHA achieves a small frame size because of the
number of m transceivers and a smaller slot basis due to
the transmission pipelining scheme in which the periods of
nodes’ transmissions over the air are placed immediately one
after the other. In particular, while one node is transmitting
data over the air, another is preparing to transmit. Besides the
transmission pipelining scheme, a node determines whether
to transmit a packet in a frame with a pre-defined probability.
Having decided to transmit, the node uniformly selects one
time-frequency transmission slot in the frame, and at the
end of the frame the controller transmits acknowledgments
in the acknowledgment slot. This protocol thus can provide
probabilistic node-to-node delay guarantees.
T-MALOHA [12] is tailored for a discrete control appli-

cation that requires a bounded delivery time analogous to
the time aspect of our mission-critical scenario. The use of
multiple transceivers clearly improves throughput and delay
since the controller can receive packets from a subset of
triggered sensors at the same time over different channels.
The work assumes that the maximum number of sensors being
triggered is known and utilizes this knowledge to determine if
the delivery deadline can be met. The main drawback of this
work lies in its support of only a single-hop communication.

5) Transmission Scheduling Using Multiple-Channel
Transceivers: As opposed to single channel utilization per
transceiver, a recent study proposes a MAC protocol called
Alert [13] to exploit multiple channel support in a transceiver.

This feature is available in most commercial radio devices,
such as the CC2420 radio [47].
Each node is equipped with one such transceiver, and its

transmission channel is selected adaptively from the avail-
able N channels and independently from other nodes. The
channels are associated with different selection probabilities.
The protocol assumes that all nodes are time synchronized
and that time is divided into smaller slots, named Alert slots.
Each Alert slot accommodates one data transmission and
its acknowledgement. At the beginning of each Alert slot,
a sender chooses a frequency channel randomly based on
the pre-specified channel selection probabilities. As shown in
Figure 8 a), there are N = 3 channels with non-uniform
probability distribution to reduce the chance of collision
among other senders. In this example, we assume that node
A or the sender chooses channels f3 and f2 for transmission
in slots 1 and 2, respectively. The sender then switches to the
chosen channel, transmits a long preamble (control packet)
and a data packet, and finally awaits an acknowledgement. If
the acknowledgement is not received, the sender retransmits
in the next slot. Simultaneously, a receiver samples the signal
level, Received Signal Strength Indicator (RSSI), on each of
N channels. Once a high signal level is sensed implying a
potential preamble transmission, the receiver terminates the
channel sampling and remains active on this frequency channel
for possible data reception. Parallel transmissions in different
frequency channels occur independently, while the receiver
performs its reception in one of these channels. Unacknowl-
edged transmissions continue in the next slot, and the receiver
can collect messages from all senders eventually. Figure 8 b)
summarizes protocol operations at both sender (node A) and
receiver (the sink) sides in which the transmission becomes
successful in slot 2.
Alert is designed for an event-driven application in which

messages are transmitted very infrequently but must be con-
veyed to one base station or receiver urgently. Given this
assumption, event rarity and message importance, Alert omits
any energy-saving technique and trades energy for decreased
node-to-node message transfer delay. In addition, the protocol
currently supports only a star topology in which multiple
senders can simultaneously transmit urgent messages to a
receiver. As Alert cannot guarantee delay performance, it
is not adequate for mission-critical applications. However,
based on our observation, this protocol is part of recently
increasing efforts to enable prompt data delivery, and thus an
improvement could make it able to support mission-critical
data delivery.

6) Asynchronous Transmission Scheduling : In the absence
of any node coordination, f-MAC [14] achieved guaran-
teed node-to-node delay on data delivery between nodes.
In particular, potential receivers listen for incoming packets
continuously and, thus, f-MAC does not employ energy saving
techniques. A sender repeatedly transmits duplicates of a
packet using its specific retransmission intervals such that at
least one copy is guaranteed to be received without collision.
As the protocol requires no coordination among neighboring
nodes, it achieves simplicity. f-MAC operates well in a small
network but does not scale to larger networks as transmission
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Fig. 7. Adopting Dual Radios in PTW [10] Protocol

delay grows exponentially with the number of nodes. The
delay bound is only valid for error-free transmission channels.
Hence, adding a reliability scheme to f-MAC could render the
protocol applicable for a mission-critical application.

B. Schedule-Based MAC Protocols

Schedule-based protocols require tight or complete coor-
dination among nearby or all nodes in the network. Most
schedule-based protocols adopt the Time Division Multiple
Access (TDMA) technique for such coordination. In this
technique nodes transmit at dedicated points in time, leading
to collision free data delivery and predictable data transfer
delays. Therefore, the schedule-based protocols are potentially
able to provide a per-hop bound on data transfer delay.
Furthermore, it is possible to construct transmission sched-
ules that guarantee end-to-end delay bounds. A selection of
notable protocols that can provide such performance bounds
is presented next.

1) Transmission Scheduling Using Time and Frequency
Multiplexing: Similar to T-MALOHA which is detailed in [12]
and previously discussed in this Section, another protocol in
the same work uses time and frequency multiplexing. This
frequency-time division multiple access (FTDMA) protocol
[12], however, employs the schedule-based technique to ensure
a bounded delivery time. In particular, time is divided into
frames, and each frame is further divided into a fixed number
of transmission slots. Each node utilizes a single transceiver,
while the sink is equipped with m transceivers to operate
at different frequencies and consequently facilitate parallel
transmissions from nodes. Furthermore, a node is located one
hop away and assigned a unique time-frequency slot within
a frame to avoid transmission collision. A traditional TDMA
MAC protocol often defines a frame length of n time slots to
fairly accommodate transmissions of n nodes in the system.
In contrast, a frame duration in FTDMA is reduced by a factor
of m transceivers at the sink and by a smaller slot size due to
the transmission pipelining.

In the absence of packet losses, all messages arrive at the
controller within one frame duration. By contrast, if there
are transmission losses, several frames may be required for
retransmissions. FTDMA therefore provides worst-case node-
to-node delay guarantees for its target of discrete control
applications. Such delay guarantees enable this protocol to
be able to support the timely delivery required by mission-
critical applications. However, FTDMA does not scale in a
large network as its performance is limited by the number
of available frequencies. Addition efforts are also needed to
extend this work for multi-hop WSNs, which could support
more mission-critical applications.

2) Transmission Scheduling Using Dedicated Hardware:
RT-Link [15] is a TDMA-based link protocol adopting a
periodic sleep/wake-up schedule. It relies on special hardware
for achieving out-of-band and network wide time synchroniza-
tion. In an active period, the protocol supports two types of
slots: Scheduled Slots (SS) and Contention Slots (CS). Nodes
operating in SS obtain reserved slots to transmit and receive.
On the other hand, nodes transmitting in CS select to transmit
randomly as in a slotted Aloha algorithm. These slots provide
new nodes an opportunity to join the network. Based on global
topology information, the protocol creates a connectivity graph
and a collision-free slot schedule. The schedule ensures a node
using scheduled slots achieves an end-to-end delay guarantee
across multiple hops and thus can support mission-critical
applications. However, the requirement for out-of-band time
synchronization leads to additional hardware cost and limits
the application scenarios in which the protocol can be used.
For example, the transmitter of the time synchronization signal
must cover the whole network area. In addition, absolute
global time synchronization might also not be necessary to
achieve timely delivery in many application scenarios (see
[24], [39]).

3) Transmission Scheduling Using High Power Sink:
PEDAMACS [16] addresses the difficulty of developing a
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a) Channel selection probability in each slot for node A

b) Data transmission between node A and the sink

Fig. 8. Exploiting Multiple Channel Support in Alert [13] Protocol

TDMA scheme in an unplanned network. The protocol uses
a powerful sink to perform tree topology discovery and slot
scheduling. The high-power sink can reach all nodes in one
hop and thus provides accurate time synchronization. Nodes
forward data to the sink in several hops. A node uses a signal-
to-interference-plus-noise (SIRN) ratio to determine its parent,
neighbors and interferers. Once the sink obtains knowledge
of the complete network topology, it creates and broadcasts
a scheduling frame that specifies the time slots assigned
to nodes. At the beginning of the scheduling frame, each
scheduled node generates data packets. PEDAMACS applies
a scheduling algorithm ensuring that these packets reach the
sink by the end of the scheduling phase. The schedule is also
adaptive to topology changes. PEDAMACS gives end-to-end
delay guarantees in a multi-hop network for each schedul-
ing phase. However, the protocol is evaluated only through
simulation. Its assumption about the high-power sink that can
directly connect to all nodes may also be problematic in a
realistic setting of mission-critical applications. For example,
in an office building, there may be many obstacles that hinder
the direct signal communication from the sink.

4) Transmission Scheduling Using Multiple-Channel
Transceivers: Many recent MAC protocols [17], [42]
exploit advanced transceivers capable of providing multiple
transmission channels. The previously described Alert [13]
protocol, for example, uses multiple-channel transceivers but
adopts the contention-based approach. Alternatively, MAC
protocols with multiple-channel transceivers can use the
schedule-based approach as discussed below.

When a multiple-channel transceiver is used, a set of
channels is available for transmission. Therefore, the node
coordination must occur not only in the time domain but also
in the frequency domain. HyMAC [17] is an example of MAC
protocols in this category which combine features of TDMA
and Frequency Division Multiple Access (FDMA). This hybrid
TDMA/FDMA MAC protocol divides time into fixed-length
frames, and each frame is further divided into time slots. These
slots are classified as either scheduled or contention. The
scheduled slots provide collision-free transmissions, while the
contention slots are used to transmit control messages to the
base station. Both existing nodes and new nodes include their
neighbor lists in the control messages. The base station utilizes
these lists to construct a tree topology and a minimum delay
schedule for the network by assigning nodes with appropriate
time slots and frequency channels. As a result, HyMAC can
provide high throughput and end-to-end delay guarantees.
However, in the case of an error-prone channel which could
corrupt data transmission, these guarantees become invalid.
HyMAC consequently cannot enable a highly mission-critical
application. The protocol also relies on the base station to de-
termine the transmission schedule, and thus this base station is
presumably constrained by neither power nor storage capacity.
Furthermore, the protocol may incur energy overhead due to
control message transmissions.

IV. RELIABILITY-AWARE MAC PROTOCOLS

The issues of message transfer reliability in WSNs are
mostly addressed by transport protocols [50], [51] or routing
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protocols [52], [53]. However, there are a few proposals in
the literature that investigate reliability solely at the MAC
layer. Common techniques used or integrated into the MAC
protocols to improve reliability are discussed in this section.
It has to be noted that all of these techniques are for unicast
traffic in which a packet has a single destination. There are
a few studies that address broadcast traffic [38], but they are
beyond the scope of this survey.

A. Automatic Repeat Request (ARQ)

Automatic repeat request (ARQ) is an error control mecha-
nism which adopts acknowledgements and timeouts to verify
a successful packet transmission. In the case of transmis-
sion failure, the protocol attempts a retransmission. RMAC
[18] enforces reliability using both implicit and explicit ac-
knowledgements. Following the CSMA/CA approach, this
contention-based protocol listens to the channel and uses a
back-off period before transmission to lower a collision risk.
However, an intermediate node skips this back-off period after
packet reception and immediately relays the packet to the
next hop. A sender overhearing this immediate forwarding
can consequently infer that its transmission to the intermediate
node was successful. Such forwarding acts as an implicit ac-
knowledgement to the sender. If no implicit acknowledgement
is detected, the sender waits for a back-off period and then
retransmits. In contrast to the implicit acknowledgements, the
explicit acknowledgement is transmitted by the destination
node to acknowledge the multi-hop data forwarding. The
implicit acknowledgement not only ensures reliability but
also potentially reduces the end-to-end delay as the back-
off period suppression creates a pipeline data transmission.
Figure 9 presents an ARQ operation of RMAC. For instance,
after transmitting a packet to node B, node C overhears this
node relaying the packet and thus concludes that its transmis-
sion is a success. Besides using acknowledgements, RMAC
adopts an adaptive retransmission scheme which adjusts the
maximum retransmission attempts based on the packet error
rate observed at a node. Furthermore, the protocol introduces
the transmission rate control to avoid the hidden-terminal
problem. After receiving an implicit acknowledgement, a
transmitting node refrains from data transmission for twice the
communication delay between two nodes. Therefore, the trans-
mission rate control scheme decreases the collision probability.
Although RMAC represents an improvement of a CSMA/CA
protocol in terms of both delay and reliability, the performance
gain cannot be guaranteed. RMAC may not be a suitable
candidate for applications with a strict reliability requirement
as it can only increase node-to-node reliability.

B. Multiple Channels/Transceivers

Retaining most of RMAC’s fundamentals to obtain link
reliability, E2RMAC [19] augments RMAC [18] with an
energy saving technique using a dual radio concept. The
additional radio is used to increase energy efficiency and
reliability. Similar to the primary data radio, the low-power
radio also employs a carrier-sense and back-off scheme to
reduce collisions. When a node has a packet to send, its low-
power radio transmits a tone after a random back-off period

to inform all neighbor nodes to switch on their data radio.
If the wake-up channel is unavailable, the node determines
a back-off period and sleeps before repeating the procedure.
Otherwise, the node switches on the primary radio and senses
the channel before transmitting first a filter packet. The filter
packet contains a destination address that enables the intended
recipient to remain active and other neighbors to switch off
the data radio. As a result, energy is conserved, and node-
to-node reliability is increased. E2RMAC nevertheless fails
to provide any guarantees on reliability as needed for highly
mission-critical applications.
Transmitting packet replicas, as seen in the retransmission

part of the ARQ approach, is a common technique to enhanc-
ing reliability. Based on this technique, one possible idea is
to use multiple transceivers to create parallel transmissions
from one source. The multi-transceiver method allows packet
replicas to be transmitted simultaneously over several channels
and thus increases the probability of packet reception. Despite
its promising reliability improvement, the parallel rendezvous
might have been deemed neither economical nor practical as
it is not implemented much in the WSN literature.
In contrast to the multi-transceiver method, a single radio

whose communication jumps from one frequency channel to
another can be used to increase reliability. This frequency-
hopping scheme combats interference stemming from other
communications sharing unlicensed frequency spectrum. The
scheme was initially designed for the mobile ad-hoc networks
field [73], [74], which is related to the WSN area. Additional
modification is therefore needed to extend its usage to WSN
applications. Nevertheless, it has to be noted that a few studies
in this review utilize the frequency channel shifting but not
explicitly to enhance reliability against channel fading and
interference. For example, Alert [13], which is described in
Section III, uses this frequency shifting to primarily enable
simultaneous transmissions for the delay reduction instead of
the reliability improvement. Alert is thus discussed in the
delay-aware protocol category rather than here.

C. Multiple Transmission Paths

A family of protocols in [20] is proposed to reduce collision
when transmitting broadcasts; we refer to these as Back-
off Algorithms for presentation in the survey. Each pro-
posed protocol defines a random back-off scheme according
to specific network characteristics and conditions. Besides
introducing a random delay before a broadcast, a routing
protocol called Probabilistic Forwarding Protocol (PFR) is
used to forward packets towards the sink. The combination of
multi-path forwarding and tailored back-off schemes can be
used within a MAC protocol to increase the chance of end-
to-end packet delivery. This work appears simple as there is
little overhead in node coordination and hardware. However,
this advantage may be outweighed due to the energy waste
for multi-path transmission as the knowledge of transmission
success is not shared. Furthermore, the back-off delay needs
to be chosen properly to lower the collision probability while
simultaneously delivering an acceptable delay. In an extreme
case, the multi-path technique in this work may trade delay for
reliability resulting in unfavorable performance for a mission-
critical application. Consequently, the work in [20] might be



SURIYACHAI et al.: A SURVEY OF MAC PROTOCOLS FOR MISSION-CRITICAL APPLICATIONS IN WIRELESS SENSOR NETWORKS 253

Fig. 9. Exploiting Implicit ACK in RMAC [18] Protocol

useful for scenarios where time and reliability requirements
can tolerate some performance variations because it is able to
improve end-to-end reliability.

D. Transmission Power Control

An increase in transmission power can overcome channel
noise and thus achieve a higher probability of successful
data transmission. Motivated by this fact, a proper power
control scheme can be integrated into a MAC protocol to
lower energy consumption and to reduce packet loss rates [72].
Adaptive Transmission Power Control (ATPC) [21] correlates
transmission power and link quality. In addition, a feedback
loop is applied to dynamically adjust the power required to
maintain individual link quality over time. The power control
topic is not new in the WSN literature as it can mitigate energy
expenditure while preserving basic performance metrics, such
as connectivity and throughput. ATPC stands out from other
power control techniques because of its individual reliability
support for each packet transmission. As a result, ATPC is able
to improve node-to-node reliability but may not be adequate
to support mission-critical applications. It has to be noted that
although existing power control techniques provide promising
benefits, their design and implementation could be complex.
For instance, the code size and processing time of ATPC might
pose problems when it is integrated with time-critical MAC
protocols. In practice many MAC protocols would not adopt
a power control technique but assign all nodes with the same
transmission power to achieve simplicity instead.

V. DELAY-AND-RELIABILITY-AWARE MAC PROTOCOLS

The previous two sections discuss MAC protocols and
complimentary techniques that focus on either delay or re-
liability as an absolute. The following presents a review of
several studies that treat both issues together. To achieve the
dual objectives, most protocols in these studies span both
routing and MAC protocols. The number of these protocols
is small, and they appear to be able to serve mission-critical

applications. Hence, in contrast to the protocols in the previous
two sections, we list and discuss them in more detail.

A. MMSPEED

The work in [22] presents a packet delivery mechanism
called Multi-Path and Multi-SPEED Routing (MMSPEED)
protocol that provides service differentiation and probabilistic
guarantees in terms of data transport delay and reliability as
described below.
To obtain the traffic differentiation and timely data delivery,

MMSPEED extends across both network and MAC layers as
depicted in Figure 10 a). The network layer adopts localized
geographic routing and a classifier to isolate packets into
different speed layers, while the MAC layer provides a priori-
tization service to accommodate the classifier. These multiple
speed layers are implemented across the network in order to
provide network-wide speed options. Based on the content
of the sensor data, a source node selects an appropriate end-
to-end deadline Treq. Since geographical distances among
nodes are assumed to be available, the source node can
determine the distance Dist to its final destination node
and thus the minimum speed required to forward a packet
Sreq = Dist/T req. The packet is placed into the speed
layer Sl such that Sl = minL

i=1{Si | Si ≥ Sreq}, where L
is the total number of speed layer options. Subsequently, the
packet is sent to a neighbor node whose estimated progress
speed to the destination is higher than Sl. If the neighbor
node successfully receives the packet, it calculates and updates
the remaining time of the deadline Treq′. The node also
uses this new deadline to determine if the speed layer Sl

needs to be changed to compensate for potential delays,
which could have occurred after the packet has travels several
hops. This dynamic compensation and the network-wide speed
options help enable timely delivery; a packet that reaches
its destination is likely to meet its deadline. However, the
timely delivery is not always guaranteed as some packets are
discarded when their set speed layer Sl cannot be supported.
A mechanism to address this packet loss is explained next.



254 IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 14, NO. 2, SECOND QUARTER 2012

To achieve the reliability goal, MMSPEED adopts the
probabilistic multipath forwarding approach. In this approach,
each packet is broadcast to a set of neighbors whose forward-
ing contribution to the total end-to-end reliability is greater
than or equivalent to the required reliability. Figure 10 b)
illustrates this forwarding concept in which node C must
send a packet to the sink with the end-to-end reliability of
Preq, C = 80%; the end-to-end reliability is defined as the
end-to-end reaching probability of a packet. Suppose that this
source node selects to forward the packet to two neighbors:
node B and node D, based on its local estimation of the end-
to-end reliability: Pest, B = 70% and Pest, D = 60%,
respectively. The total end-to-end reliability via these two
nodes is calculated as 1−(1−Pest, B)·(1−Pest, D) = 88%,
which exceeds the required reliability Preq, C. In addition,
the source node specifies the expected probability of delivery
for each packet in relevance to its content. For instance, the
receiver nodes: node B and node D, are assigned with the
required reliability Preq, B = 60% and Preq, D = 50%,
respectively. This assignment ensures that the packets from
node C will be forwarded further with the required reliability
of 1 − (1 − Preq, B) · (1 − Preq, D) = 80%.
MMSPEED utilizes the network-wide speed options to

achieve the timeliness goal and concurrently uses reliable
multicast for parallel packet transmissions to address the
reliability issue. In particular, as described above, a packet
is first associated with an appropriate speed layer Sl based
on its end-to-end deadline and geographical distance to the
final destination. The packet is then sent via multicast service
to multiple forwarding nodes among those with the progress
speed higher than Sl such that the total end-to-end reliability
is at least the required end-to-end reliability. It is important
to emphasize that using the multicast service at the MAC
layer ensures parallel transmissions along multiple paths, and
consequently each copy of the packet can meet the end-
to-end deadline. In addition, since each copy progresses in
parallel and its progress speed is supported by the described
network-wide speed options, the copy that finally arrives at
the destination can meet the deadline with a high probability
(see [22] for more details on this claim).
The main advantage of MMSPEED is the service differenti-

ation, which renders it suitable for mission-critical applications
with mixed periodic and aperiodic traffic. However, the flex-
ibility in supporting diverse requirements comes at the price
of probabilistic end-to-end guarantees in both the time and
reliability domains, instead of worst-case guarantees which
may be required in some stringent mission-critical scenarios.
In addition, this work does not include the issue of power con-
sumption in its scope, and thus further investigation is needed
to address the impact of energy-saving techniques, such as
radio duty cycling, on the achieved delivery performance.

B. Dwarf

In contrast to MMSPEED which lacks an energy preser-
vation technique, Dwarf [23] addresses energy efficiency in
addition to data transport reliability and delay. Dwarf uses
unicast-based partial flooding, which limits the degree of
transmission redundancy to preserve energy while maintaining

a) Protocol structure at each node

b) Multipath forwarding

Fig. 10. Traffic Differentiation in MMSPEED [22] Protocol

reliability. All nodes are categorized into rings based on their
distance to the nearest sink, and thus the nodes with the
same distance are defined as being in the same ring. The
neighbors of a node are divided into: parents, peers, and
children. To illustrate this neighborhood definition, we add
three node identifications in the reference topology, which is
shown in Section II. As a result, Figure 11 a) depicts node
C with 2 parents (B and D), 2 peers (E and F), and no
children. In this example, node C can transmit to these nodes
in the defined rings, and its routing is not restricted to the
tree structure, which is shown for consistent comparison with
other protocols. A node sends a new message to a number of
k parents and peers. The selection of these parents and peers
depend on their wake-up times in order to decrease end-to-end
delay. In addition, all parents must be considered being one
of the k forwarding neighbors before the peers are.

In the case of transmission failure, a packet is retransmitted
up to k′ times, and thus this scheme results in a maximum
of k + k′ transmissions per message. Furthermore, the packet
is sent to a different forwarding neighbor, which is selected
according to the level and wake-up time of the neighbors.
As a result, each retransmission is also treated in the fastest
way possible. A forwarding example of node C when k = 2
and k′ = 1 is shown in Figure 11 b). In this scenario node
C forwards a message to the parents B and D based on their
wake-up times. Moreover, as the transmission to node B failed,
node C retransmits to the peer E. Note that in Figure 11 b)
we only show the data transmission, while the transmission of
control packets is omitted.
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a) Local neighborhood of node C

b) Transmission of node C when k = 2 and k′ = 1

Fig. 11. Unicast-based Partial Flooding in Dwarf [23] Protocol

Furthermore, the forwarding scheme in Dwarf is actually
combined with an enhanced version of the WiseMAC [41]
protocol, which uses the preamble sampling technique. In
this technique, a node transmits a preamble or control packet
for a duration that ensures that the periodically listening
receiver will eventually receive the preamble, and then the
data transmission begins. The enhanced MAC protocol in
this work follows this technique but exploits knowledge of
neighbor’ sampling schedules to minimize wake-up preamble
length. In addition, the modification includes an API for
querying this knowledge as the wake-up times of neighbors are
needed during node forwarder selection. As Dwarf aims for
the fast and robust delivery required in a safety-critical system,
attention has been placed more on reliability than delay. This
protocol achieves a reliable data delivery with low end-to-
end latency and low energy consumption. Therefore, further
improvement is needed to make it suitable for mission-critical
applications.

C. QoS-MAC

Unlike MMSPEED and Dwarf, the work detailed in [24]
addresses delay and reliability at the node-to-node level; we
call this work QoS-MAC based on its aim of supporting

Quality of Service (QoS) in terms of message transfer delay
and reliability. QoS-MAC is a TDMA-based MAC protocol
that also provides routing. It assumes a tree topology with a
sink at its root and a network of at most n nodes. The time
axis is divided into fixed-length base units called epochs, and
each epoch is subdivided into k · n time slots. Figure 12 a)
exemplifies an epoch of node B in the topology shown in
Figure 2 a) when k = 2 and n = 17; slots that may become
active in case of packet loss are shown as striped. The value
k is determined depending on reliability requirements of the
application and the worst-case channel model assumed or
estimated during pre-deployment. A node can transmit one
message per epoch but has k exclusive transmission chances
to successfully achieve that. As a result, QoS-MAC can ensure
an upper bound for the node-to-node message transfer delay,
which is influenced by the epoch length E. The protocol also
provides a lower bound for the node-to-node message relia-
bility required by its application. The performance guarantee
is achieved only in the case of data traveling from sensor
nodes toward the sink because QoS-MAC employs simple
routing that gives a preferential treatment to data in the up-tree
direction.
As QoS-MAC can provide the node-to-node guarantees

of data delivery in both the delay and reliability domains,
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a) Slot usage of node B when k = 2 and n = 17

b) Potential data transmission from node C to the sink

Fig. 12. QoS-MAC [24] Protocol

it can effectively enable a mission-critical application that
requires a single-hop network. However, many mission-critical
applications are likely to be supported by a multi-hop net-
work, and this protocol alone cannot serve such applications.
Figure 12 b) depicts one possible packet forwarding in which
QoS-MAC achieves the node-to-node delivery guarantees but
unpredictable end-to-end performance. Due to space limita-
tion, the TDMA schedules with transmission (Tx.) slots in
this figure are not shown in detail, and the epoch length E
is not of an actual size. However, Figure 12 b) suffice to
demonstrate the relevant components of the forwarding. In the
illustration node C successfully transmits its packet to node
B in epoch 1. The packet is then enqueued at node B and
forwarded in epoch 3. The packet forwarding from node B
to node A is successful at the second transmission attempt
(k = 2), and the packet finally reaches the sink, which is the
final destination, at epoch 4. In this example, the packet is
reliably delivered to a next-hop node within one epoch, and
the end-to-end delay is approximately three epochs as there
is only a queuing delay of 1 epoch at node B. The end-to-
end delay could, however, have been higher when there is a
high queuing delay at node B or other intermediate nodes. In
the presence of queuing delays, QoS-MAC cannot guarantee

an end-to-end delay bound. Nonetheless, if this protocol is
integrated with, for example, an analytic tool such as the
Sensor Network Calculus [40] that uses node-to-node delay
guarantees as one input, it is possible to determine the worst-
case value of end-to-end delays. QoS-MAC in combination
with an analytical tool is then able to support mission-critical
applications in a multi-hop network setting. Such integration
represents a modular solution that achieves simplicity in
comparison with the protocol alternative, which includes an
end-to-end performance analysis to produce a complete but
potentially less flexible solution. Examples of this alternative
are Burst [26] and GinMAC [27] which will be explained
subsequently in this section.

D. WirelessHART

WirelessHART [25] is the first open wireless standard and a
wireless mesh network technology for process automation ap-
plications. In its architecture, the three principle elements are
the network manager, gateways and field devices (nodes). Fig-
ure 13 depicts a basic WirelessHART network. The network
manager performs network configuration, scheduling com-
munication between devices, and monitoring network status.
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Fig. 13. Elements in a Typical WirelessHART [25] Network

Gateways enable communication between host applications
and field devices that are connected to process equipment.
WirelessHART is designed to largely represent all layers of
the OSI communication stack. Here we focus only on its MAC
protocol and reliability schemes that are responsible for timely
and reliable data delivery. The MAC protocol, which is based
on Time Synchronized Mesh Protocol (TSMP) [34], combines
the TDMA and FDMA techniques. Additionally, the network
manager specifies a time slot and frequency channel for a com-
munication link between two field devices. The specification
enables collision-free and deterministic communication, and
therefore WirelessHART can guarantee end-to-end delay.
In addition, WirelessHART uses several features to im-

prove end-to-end reliability. For instance, the channel hop-
ping technique, which is integrated with the MAC proto-
col, enhances transmission reliability as frequency diversity
is achieved. WirelessHART also introduces the concept of
channel blacklisting in which the frequency channels that are
affected by consistent inferences are recorded and not used.
Furthermore, as WirelessHART uses a full mesh network,
its network consists of multiple redundant communication
paths. Such redundancy allows packets to be routed around
physical obstructions or interference, and thus reliability can
be significantly increased in a well-formed mesh network. The
MAC protocol of WirelessHART also employs retransmissions
to improve reliability and in most cases can retry in the next
time slot or the one following.
WirelessHART can guarantee end-to-end delay and improve

end-to-end reliability. Hence, it can serve some mission-
critical applications that impose time restrictions on data de-
livery but tolerate some packet loss. The delivery performance
of WirelessHART essentially depends on its network manager
component, whose important tasks include generating routes
and network-wide transmission schedules. WirelessHART thus
is a centralized solution with complexity and communication
overheads introduced by this network manager. Moreover,
as all details of how to implement the network manager
are not specified [29], various designs of this manager are
possible. For instance, the network manager can produce
different routes depending on the selected goals, such as load
balancing or average delay. As a result, further investigations
and performance assessments may be essential to help enable
WirelessHART to support more mission-critical applications.

There are other on-going efforts [32], [33] to develop
wireless standards for industrial applications [59] similar to
WirelessHART. However, additional work is required to ad-
dress their shortcomings before a successful deployment in the
mission-critical area is possible. For instance, a recent study
in [31] presents an evaluation of a MAC protocol [32] that is
currently in the standardization process to become the IEEE
802.15.4e standard [30], which supports real-time communi-
cation in low-rate Wireless Personal Area Networks (WPANs).
This evaluation illustrates that the protocol can provide a delay
guarantee for a star network with an approximate size of
n ≤ 24 nodes, but the essential issue of reliable transmission
is still under investigation [31].

E. Burst

A recent study [26] presents a static scheduling algorithm
that achieves both timely and reliable data delivery, and for
presentation in this survey we call it Burst. The study assumes
that a network topology is available and a deployment can be
planned. Prior to an actual network deployment, measurements
were conducted over a period of 21 days to characterize
transmission links by their maximum burst length Bmax and
interference from other links. The new metric Bmax captures
the stationarity of link quality better than the packet reception
rate (PRR), which has been commonly used in many studies.
Furthermore, Burst assumes that a set of periodic streams is
given. This algorithm calculates and ensures an upper bound
of the end-to-end delay for each stream by taking account of
Bmax and link interference. In particular, it allocates suffi-
cient transmission slots for each link to effectively overcome
the link burstiness and interference problems; additional slots
are assigned for potential retransmission. The algorithm also
selects a least-burst-route that minimizes the sum of Bmax
over all links in the route.
Burst achieves end-to-end guarantees of data delivery in

both the delay and reliability domains, and therefore it can
support a mission-critical application. The algorithm is one
of the few efforts that result in a WSN providing reliable
transmission within latency bounds. This success largely de-
pends on the empirical data collected over an observation
period to characterize the link quality and subsequently to
devise a network-wide transmission schedule. Hence, a careful
network planning is required before an actual deployment.
This requirement might first appear as a limitation of the
Burst algorithm if compared with many early WSN applica-
tions which exploit a fast and random network deployment,
especially those applications in the area of environmental
monitoring [60]. Nevertheless, some WSN applications are
designed for industrial process monitoring, and in such a
case pre-deployment measurements in production plants are
practical. In addition, the proper network planning could allow,
for example, constructing an optimal topology with good link
quality and consequently improving transmission reliability.

F. GinMAC

Another recent work called GinMAC [27] can deliver data
in a timely and reliable manner, and its design principles
are similar to Burst [26]. This protocol aims to support a
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control loop in an industrial process automation system. In
such a setting, sensor data must be forwarded to the sink
within a time bound, and similarly a command from the
sink must be transported to an actuator by a deadline. To
meet these strict requirements, GinMAC encompasses three
features: off-line network dimensioning, an exclusive TDMA
schedule and delay conform reliability control. Firstly, in
the off-line dimensioning process, application traffic, channel
characteristics and a tree topology are defined. Pre-deployment
measurements are also carried out to determine the worst-case
burst length Bmax of all transmission links, which is the
previously described metric of the Burst algorithm. Secondly,
the TDMA schedule, which is the output of the dimensioning
process, contains exclusive transmission slots for each node
and has a fixed epoch3 length E. Within this length, each
node can forward one message to the sink, and the sink can
transmit one message to each actuator. Finally, based on the
observed channel characteristics, redundant transmission slots
are added in the frame for reliability control without violating
the calculated delay bound of E. These redundant slots are
used to enhance reliability via two methods. The first one is
to create temporal transmission diversity by retransmitting a
packet if there is loss. The second one is to achieve temporal
and spatial transmission diversity by transmitting duplicates
of a packet to another m disjoint tree topologies.
Figure 14 presents in detail how GinMAC ensures end-to-

end guarantees of both delay and reliability while simulta-
neously achieving energy efficiency; only the uplink traffic
is presented here. The network is dimensioned to support a
topology of at most n ≤ 15 nodes as shown in Figure 2 a).
The figure illustrates the forwarding of a packet from node C
to the sink and the TDMA schedules of all nodes in the packet
path. Each node can transmit its data at most one packet per
frame and must forward all packets received from its child
nodes within one frame. Therefore, the number of transmission
(Tx.) slots assigned to a node depends on its location in
the tree topology. For instance, node C needs 1 transmission
slot as it is a leap node, whereas node B requires 3 slots
to support its own packet and the traffic from 2 child node.
Furthermore, the reliability control method in this illustration
aims for the temporal transmission diversity. The redundant
transmission slots, which are depicted as striped in Figure 14,
are determined according to Bmax and added in the frame.
All transmission slots of a node are also located after the slots
used by its child nodes, ensuring uplink data can travel to the
sink within one frame. When a slot is not used for transmission
or reception, a node switches off its radio to preserve energy.
Although GinMAC can support mission-critical data de-

livery, it has some limitations. For example, the protocol is
tailored for a control loop setting in which sensor data must
be forwarded to the sink, resulting in a convergecast traffic
pattern. Some mission-critical applications, such as battlefield
tracking, may create different traffic patterns and thus cannot
be supported by GinMAC. Furthermore, as GinMAC is a
TDMA-based protocol with exclusive slot usage, it is suitable
for a dense and relatively small network. In order to remove

3The term frame is used in the original GinMAC description [27] but is
renamed epoch here so that we can effectively compare GinMAC with other
similar protocols, such as QoS-MAC [24].

this scalability restriction and enable a broader set of mission-
critical applications, additional work is required.
The first four protocols discussed in this section represent

decent effort to enable mission-critical applications although
each of them may pose some limitations. For instance, QoS-
MAC can ensure message transfer delay and reliability only at
the node-to-node level and thus requires further investigation
to achieve the end-to-end performance guarantee for a multi-
hop network. Moreover, Dwarf can decrease end-to-end delay
and increase end-to-end reliability, while WirelessHART can
only guarantee end-to-end delay but not end-to-end reliability.
MMSPEED also delivers an end-to-end guarantee in both
the time and reliability domains, but only probabilistically.
Consequently, these protocols may not support highly mission-
critical applications. In contrast, the last two studies: Burst
and GinMAC, can enable these applications, but they also
have some drawbacks and could be improved in the future.
Consequently, the area of MAC protocols for mission-critical
applications has not matured yet, and some open issues and
potential research directions are described in the next section.

VI. FINDINGS AND FUTURE DIRECTIONS

In this section, we summarize key features of the reviewed
protocols and reiterate whether these features could render
them suitable for mission-critical applications. Open research
problems and future directions are also provided.

A. Summary of Findings

All contention-based protocols intend to decrease delay.
Using a staggered transmission schedule, as in DMAC, along
a forwarding path represents the most effective approach to
lower delay. However, this technique can only decrease end-
to-end latency and provides no guarantees on a worst-case
bound of delivery time. Furthermore, potential packet losses
and necessary retransmission times are ignored in the design
of these protocols. Only T-MALOHA and f-MAC can provide
probabilistic and worst-case delay guarantees, respectively.
However, their delay guarantees cannot be achieved in the
presence of a lossy channel. In addition, T-MALOHA supports
only a star network, and f-MAC does not scale to large multi-
hop networks.
Schedule-based protocols can potentially provide a node-to-

node bound on data transfer delay, and some of them construct
transmission schedules that guarantee end-to-end delay bounds
(for example, PEDAMACS and HyMAC). Nevertheless, de-
spite achieving the delay guarantee, some schedule-based pro-
tocols make assumptions regarding deployment which could
be impractical. For example, PEDAMACS utilizes a high-
power sink to perform network-wide synchronization in one
hop. Finally, all schedule-based protocols ignore the presence
of error-prone channels in their design, and the worst-case
delay bounds that they provide do not take error control
measures into consideration.
MAC protocols cannot be used for mission-critical appli-

cations if they do not address potential packet losses. It is
not useful for mission-critical applications to receive data in
time while suffering high loss rates. The review therefore
investigates techniques used to enhance the reliability of
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Fig. 14. GinMAC [27] Protocol

MAC protocols. Compared to energy-efficient and delay-aware
MAC protocols, reliability-aware MAC protocols are in a
minority. They utilize techniques such as ARQ, multiple chan-
nels/transceivers/paths and power control to improve reliable
delivery. However, none of them offers a worst-case guarantee
on reliability.
Surprisingly, little research that addresses both delay and

reliability performance objectives together exists. Here we re-
visit a handful of the studies with these dual objectives. Dwarf
routes packet replicas through a set of nodes that display fast
delivery potential in terms of wake-up time and distance to the
sink. Dwarf thus represents a best-effort solution for mission-
critical data delivery as it cannot provide any hard guarantees
on latency and reliability. MMSPEED uses a set of different
network-wide speed layers to differentiate services meeting
various traffic demands, and thus it provides probabilistic
guarantees in both timeliness and reliability. QoS-MAC can
ensure message transfer delay and reliability only at the node-
to-node level, but an additional analytical tool, such as Sensor
Network Calculus [40], would be required to provision a
network for an end-to-end delay bound. WirelessHART is able
to schedule transmission flows such that delay bounds are
achieved and reliability is improved. However, WirelessHART
has drawbacks such as the complexity of using a central
network manager. Only Burst algorithm and GinMAC protocol
can deliver the delay and reliability bounds for mission-critical
applications.
In summary, the survey has demonstrated that few protocols

are capable of ensuring the delivery performance in both the

delay and reliability domains [26], [27]. It has also revealed
that most available WSN MAC protocols are unsuitable for
most mission-critical applications for the following reasons:

• The majority of the delay-aware MAC protocols aim
to decrease end-to-end delay and cannot guarantee the
worst-case transport delay.

• The few delay-aware protocols that can provide worst-
case delay guarantees overlook the nature of an inherently
error-prone channel [15], [16], [17]. As a result, only
packets that are not lost during transmission can be
guaranteed to arrive in time, while corrupted packets may
arrive after the delay guarantees or not at all.

• A small number of protocols can give performance
guarantees on a node-to-node level, but it is unclear
how to they could be enhanced to deliver the end-to-end
guarantees for multi-hop networks [12], [14].

• Some protocols make assumptions about operating con-
ditions that will likely be found in few application
scenarios. For example, unrealistic assumptions regarding
topology, traffic patterns or available hardware are often
made in their protocol design [16].

• All reviewed protocols except WirelessHART are based
on academic or theoretical studies and thus might not be
suitable for deployment in real application scenarios.

B. Graphical Interpretation

Furthermore, we present the findings of this survey graph-
ically and follow three steps to achieve this presentation.
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Firstly, the delay and reliability performance objectives of each
protocol are assigned to the x-y coordinates shown in Table II.
Secondly, the protocols that have the same x-y coordinates are
grouped together, resulting in groups A to L as illustrated
in Table III. Finally, each protocol group is mapped onto
the application classes that are introduced in Section II. The
result of this mapping process is displayed in Figure 15,
indicating which MAC protocol group is useful for which
application class. This graphical summary greatly simplifies
the survey results and excludes the energy issue, which can
be addressed after the timely and reliable data delivery is
achieved. To judge and compare the capabilities of particular
MAC protocols in detail, we recommend using Table I in
addition to the graphical summary. Next, we elaborate how
the surveyed MAC protocols are grouped and how they obtain
their position in the graph shown in Figure 15.
The scales of both x and y axes in Figure 15 range from 0

to 1, signifying the performance demands of an application.
For instance, the value 0 represents absolute performance re-
laxation or absence of any performance requirement, while the
value 1 indicates absolute performance guarantees which are
required by the application. Therefore, at the point (1, 1) the
application requires that data delivery is absolutely guaranteed
in both the time and reliability domains. A MAC protocol
that does not address the delay and reliability objectives is
placed at (0, 0). Such a protocol can support delay-tolerant
and loss-tolerant applications but is far from being able to
support either delay-intolerant or loss-intolerant applications.
Likewise, MAC protocols that aim to improve delay and/or
reliability performance on either a node-to-node or end-to-
end level can still support only delay-tolerant and/or loss-
tolerant applications. We assign values of 0.125 or 0.25 to map
these protocols to Figure 15 (see Table II for more details).
MAC protocols that provide probabilistic guarantees on a
node-to-node level are mapped using a value of 0.375, and
similarly they can support delay-tolerant and/or loss-tolerant
applications. In contrast, MAC protocols that achieve (worst-
case) guarantees on a node-to-node level are mapped using
a value of 0.5. Such protocols can be used in principle for
delay-intolerant and/or loss-intolerant applications, but addi-
tional analytical tools are essential to further determine their
end-to-end performance bounds. Furthermore, protocols that
provide probabilistic end-to-end guarantees are mapped using
a value of 0.75 as many mission-critical applications could be
implemented with this support. Finally, MAC protocols that
are able to give guarantees on an end-to-end level are mapped
using a value of 1. These protocols can enable delay-intolerant
and/or loss-intolerant applications with stringent performance
demands.
It is important to note that the above mapping is just

one interpretation of the results. Therefore, other x and y
values could certainly be used to quantify the performance
of the reviewed protocols. However, we believe that the given
mapping is reasonable as the surveyed protocols are mapped
onto the application class they can support and the mapping
allows a ranking of MAC protocol performance capabilities.
Figure 15 illustrates that the majority of the surveyed

protocols lie in the quadrant of delay-tolerant and loss-tolerant
applications. As a result, a MAC protocol that suits one

Fig. 15. Mapping the Surveyed Protocols onto the Defined Application
Classes

particular delay-tolerant and loss-tolerant application scenario
is likely to be found there. A wide variety of protocols occurs
in this quadrant because most WSN application scenarios
considered by the research community are of a delay-tolerant
and loss-tolerant nature. In contrast, a few MAC protocols
are in the quadrant of delay-intolerant and loss-intolerant
applications in Figure 15. For example, the MAC protocols
in groups I and J: QoS-MAC and MMSPEED, fall into this
area and thus can be considered suitable for some mission-
critical applications. Burst and GinMAC in group L also fall
into this area and can serve the mission-critical applications
with more stringent requirements. As this pool of available
protocols is very small, certain specific scenarios of delay-
intolerant and loss-intolerant applications may not always be
fully supported. In addition, as WirelessHART in group K is
located not far from the quadrant of delay-intolerant and loss-
intolerant applications, further refinement could help place
this protocol along with QoS-MAC and MMSPEED protocols,
increasing the size of the aforementioned pool. Therefore,
the research domain of MAC protocols for mission-critical
applications is largely open for more investigation. We address
some of the open research challenges and potential directions
of this research domain next.

C. Open Research Problems and Future Directions

Our review indicates that a variety of work must still be
carried out in order to enable successful deployment of WSNs
for mission-critical applications. Here, we list the areas in
which we believe research advancements are necessary to
deliver such success. In addition, we discuss potential future
developments that will most likely have an impact on the
development of mission-critical WSN applications.

Deployment Assumptions: WSN deployments have many
different requirements, for example, in terms of network
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TABLE II
MAPPING OF PERFORMANCE OBJECTIVES ONTO X-Y PERFORMANCE COORDINATES

Delay Objectives X-Coordinates Reliability Objectives Y-Coordinates
not addressed 0 not addressed 0

node-to-node decrease 0.125 node-to-node increase 0.125
end-to-end decrease 0.25 end-to-end increase 0.25

node-to-node probabilistic guarantee 0.375 node-to-node probabilistic guarantee 0.375
node-to-node guarantee 0.50 node-to-node guarantee 0.50

end-to-end probabilistic guarantee 0.75 end-to-end probabilistic guarantee 0.75
end-to-end guarantee 1 end-to-end guarantee 1

TABLE III
CLASSIFICATION OF THE REVIEWED PROTOCOLS USING X-Y PERFORMANCE COORDINATES

Group X-Y Coordinates Performance Objectives Protocols
(Delay, Reliability) (Delay, Reliability)

A (0.125, 0) (node-to-node decrease, no) SMAC-AL [1],
T-MAC [2],
DSMAC [3],
Alert [13],

B (0.25, 0) (end-to-end decrease, no) DMAC [4],
LEEMAC [5],

FPA/GSA[6] Algorithms,
RMAC-R [7],
LE-MAC [8],
Q-MAC [9],
PTW [10],
LEEM [11],

C (0.325, 0) (node-to-node probabilistic guarantee, no) T-MALOHA [12]
D (0.50, 0) (node-to-node guarantee, no) FTDMA [12],

f-MAC [14]
E (1, 0) (end-to-end guarantee, no) RT-Link [15],

PEDAMACS [16],
HyMAC [17]

F (0, 0.125) (no, node-to-node increase) RMAC [18],
E2RMAC [19]

ATPC [21] Algorithm
G (0, 0.25) (no, end-to-end increase) Back-off [20] Algorithms
H (0.25, 0.25) (end-to-end decrease, Dwarf [23]

end-to-end increase)
I (0.50, 0.50) (node-to-node guarantee, QoS-MAC [24]

node-to-node guarantee)
J (0.75, 0.75) (end-to-end probabilistic guarantee, MMSPEED [22]

end-to-end probabilistic guarantee)
K (1, 0.25) (end-to-end guarantee, WirelessHART [25]

end-to-end increase)
L (1, 1) (end-to-end guarantee, Burst [26] Algorithm,

end-to-end guarantee) GinMAC [27]

topology or traffic patterns. This has led to the development
of various MAC protocols which are often optimized for
a specific application scenario. A MAC protocol used in a
scenario where it was not designed for will perform poorly
or may even be impractical to be used. Similarly, mission-
critical application scenarios have a variety of requirements.
It is unlikely that one MAC protocol will fit all scenarios,
and as such there are two open questions. The first is what
the different types of application scenarios are. The second
is what MAC protocols will be needed to support these. The
existing MAC protocols for mission-critical applications are
certainly not useful to support all potential scenarios.

Analytical Tools: For the operation of a mission-critical
WSN, it is important to know before network deployment what
delay and reliability bounds can be supported and thus whether
the application needs can be fulfilled. For MAC protocols that
are designed and deployed to schedule all traffic such that end-
to-end delay and reliability targets are met, these questions

are trivial to answer. However, these protocols tend to be
relatively inflexible as assumptions regarding topology and
traffic must be made beforehand. MAC protocols that support
node-to-node worst-case bounds are more flexible as they can
be used to support arbitrary topologies and traffic patterns.
Nevertheless, an analytic tool must be available to determine
end-to-end performance bounds achievable in the application
scenario under consideration. There is currently a lack of tools
to determine performance bounds before network deployment.
Sensor Network Calculus [40], however, represents one of the
few examples of such a tool.

Performance Monitoring: MAC protocols for mission-
critical WSNs are designed to work in environments with
stable channel characteristics. For instance, MAC protocols
are provisioned for a possible number of retransmissions to
achieve required reliability levels. However, in a wireless
deployment it is always possible that links fail completely
for long time periods or that channel conditions fall below the
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channel quality assumed during network design. Currently, it
is not clear how mission-critical applications should deal with
such situations.

Energy Consumption: Nearly all surveyed protocols in-
clude radio duty cycling as an energy saving scheme as
they commonly have a goal of power preservation. Never-
theless, one study called Alert [13] takes a more extreme
route of excluding energy efficiency and instead concentrates
on achieving other performance objectives of data delivery.
Such an energy-independent MAC protocol may be more
applicable for mission-critical applications. For example, in
typical deployment areas of mission-critical WSN applications
such as factories, power can be obtained easily from mains
electricity and thus is not a critical constraint. The reduction
in the cost of communication cabling is instead more im-
portant. Moreover, power distribution networks are necessary
for operating machinery and cannot be removed. Hence, this
monitored machinery could use energy harvesting as an option
for providing energy to nodes.

Additional Performance Parameters: All surveyed proto-
cols address data transport delay and reliability. Nevertheless,
there is a need to consider additional performance parameters
such as throughput and jitter. These two parameters are im-
portant for supporting multimedia data streams, and a number
of WSN applications that use audio and video signals exist.
For instance, safety and security applications [71] often rely
on video data.

Node Mobility: All available protocols for mission-
critical WSNs assume static deployments, and mobility is not
considered. However, many mission-critical applications will
include nodes with relative mobility. For example, assembly
lines in factories contain moving machinery, and thus some
limited mobility of nodes must be considered in protocol
design.

Hardware Limitations: Most available MAC protocols
are designed to support standard WSN node hardware. These
protocols are designed to support a node with one CPU having
a small processing capability and one 802.15.4 compliant
transceiver. Nevertheless, this hardware configuration may not
be the most suitable for mission-critical WSN applications.
It may be feasible to design a node comprising multiple
processors and transceivers. In this case, a MAC protocol may
need to be designed in a very different way.

VII. CONCLUSION

The area of MAC protocols for wireless sensor networks
has drawn much attention from the research community, and
therefore a plethora of WSN MAC protocols exists. In this
survey these protocols are analyzed in terms of their suitability
for mission-critical WSN applications. The mission-critical
applications represent a new type of future WSN applications
where energy efficient operation is no longer the only de-
sign objective. These applications also demand data delivery
bounds in both the time and reliability domains. Multimedia
sensor applications and event-driven control applications are
examples of such applications where data must be transported
in a timely and reliable fashion. The reviewed protocols were
categorized by the two fundamental performance objectives:
message transfer delay and message transfer reliability. Some

surveyed protocols address only one objective, while others
address both objectives concurrently. The survey shows that
most delay-aware protocols can decrease delays but fail to
guarantee any end-to-end delay bound. A small number of
MAC protocols address the reliability issue but again fail to
offer any performance guarantee. In addition, there currently
exists only a handful of MAC protocols that address the
joint objective of achieving delay and reliability performance
bounds, but few of them can support mission-critical appli-
cations. Consequently, we conclude that significant research
effort is vital to propel a development of a suitable set of
MAC protocols for mission-critical applications in wireless
sensor networks.
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